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Abstract

Many American jurisdictions use algorithmic risk assessments when setting bail or deciding whether to detain criminal defendants before trial. Although the use of risk assessments has been touted as a reform to protect public safety and reduce bias against defendants, algorithmic risk assessments’ opacity and racialized recommendations present serious concerns. This Article examines whether algorithmic risk assessments used during pretrial adjudications violate Fourteenth Amendment Equal Protection rights on the basis of race. The Article begins with an overview of algorithmic risk assessments in the pretrial justice system, focusing on the history of their implementation and how they work. The Article then examines the limited judicial opinions on the constitutionality of these risk assessments. Next, the Article analyzes pretrial algorithmic risk assessments with respect to Equal Protection rights, arguing that they facially discriminate on the basis of race. Additionally, the Article argues that these risk assessments result in disparate treatment of members of this protected class because of one of three types of intentional discrimination: deliberate indifference to racial targeting, discriminatory animus from algorithm designers, or discriminatory intent from the algorithm itself under a proposed theory of partial legal capacity for artificial intelligences. Finally, the Article contends that the use of algorithmic risk assessments is not narrowly tailored, and in many pretrial contexts the state cannot meet its burden of proving that the algorithms are narrowly tailored, due to their opacity. The Article concludes with a discussion of promising and more equitable alternative approaches to pretrial justice.
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Introduction

Each year, over half a million people in the United States are held in local jails before trial, even though they have not been convicted of a crime. Although pretrial preventive detention for public safety has been legally sanctioned since United States v. Salerno was decided in 1987, most legally innocent people in pretrial detention are held not for public safety reasons, but due to a racially differential inability to make cash bail. These stints in

2. See United States v. Salerno, 481 U.S. 739 (1987); Christine Scott-Hayward
pretrial detention, however brief, have been found to worsen case outcomes and lead to job losses, housing disruptions, family problems, or other damages. In that context, many state and local jurisdictions have adopted the use of predictive analytics as part of pretrial justice reform in recent years. These tools use computational algorithms to evaluate a criminal defendant’s risk of rearrest before trial or failure to appear in court. Defendants are assigned a “risk score” ranging from low to high that judges use

---

3. See Natalie Goulette & John Wooldredge, Collateral Consequences of Pretrial Detention, in HANDBOOK ON THE CONSEQUENCES OF SENTENCING AND PUNISHMENT DECISIONS 271, 278–81 (Beth M. Huebner & Natasha A. Frost eds., 2018) (reviewing prior research on the effects of pretrial detention); see also Sara Wakefield & Lars Højsgaard Andersen, Pretrial Detention and the Costs of System Overreach for Employment and Family Life, 7 SOCIO. SCI. 342 (2020) (demonstrating the effect of pretrial detention on jobs and family); Christopher Thomas, The Racialized Consequences of Jail Incarceration on Local Labor Markets, RACE & JUST., May 2022, at 1, 11–14 (demonstrating that pretrial detention has racialized negative effects on local labor markets); Christopher M. Campbell, Ryan M. Labrecque, Michael Weinerman & Ken Sanchagrin, Gauging Detention Dosage: Assessing the Impact of Pretrial Detention on Sentencing Outcomes Using Propensity Score Modeling, J. CRIM. JUST., Aug. 2020, at 1, 9–10 (2020) (finding that people detained pretrial are about twice as likely to be sentenced to prison as people released pretrial).


5. See Thomas H. Cormen, Charles E. Leiserson, Ronald L. Rivest & Clifford Stein, INTRODUCTION TO ALGORITHMS 5 (3d ed. 2009) (defining algorithms broadly as “any well-defined computational procedure that takes some value, or set of values, as input and produces some value, or set of values, as output”); see also Mariano-Florentino Cuéllar & Aziz Z. Huq, Toward the Democratic Regulation of AI Systems: A Prolegomenon 1, 5 (Univ. of Chi. Pub. Law Working Paper No. 753, 2020) (distinguishing between AI technology, defined as “technology relying on computing algorithms to discern patterns in data, and then trigger actions or recommendations in response,” and the more legally pertinent concept of AI systems, defined as “a sociotechnical embodiment of public policy codified in an appropriate computational learning tool and embedded in a specific institutional context”).
when making release or bail decisions. Theoretically, these algorithmic risk assessment tools (hereinafter RATs) reduce the burden of work for courts, reduce biases among judges and court officials, and make more accurate predictions about defendant “riskiness.” However, compelling objections have been raised about the use of these algorithmic RATs in the criminal justice system generally, calling into question whether these tools are the best way to achieve these goals. 7

Almost all states have adopted the use of RATs at some stage of the criminal justice process, ranging from arrest to parole. 8 Currently over eighteen states and dozens of other local jurisdictions have enacted legislation mandating the use of crime RATs in pre- and post-trial stages. 9 Yet, an extremely limited number of courts have opined on the novel issue of whether algorithm-based RATs in the criminal justice system violate a defendant’s constitutional rights. 10

The rapid adoption of algorithmic RATs in the criminal justice system has already prompted legal and policy debate over issues of

6. See Evan M. Lowder, Carmen L. Diaz, Eric Grommon & Bradley R. Ray, Effects of Pretrial Risk Assessments on Release Decisions and Misconduct Outcomes Relative to Practice as Usual, 73 J. OF CRIM. JUST. 1, 1–2 (2021); N.Y. Crim. Pro. Law § 510.30; Michael Rempel & Tia Pooler, Reducing Pretrial Detention in New York City, 23 SISTEMAS JUDICIALES 1, 3 (2020) (noting that riskiness is usually conceptualized with respect to public safety, but a few states, such as New York, only allow one legal justification for pretrial detention: risk of not attending future court appearances).


10. Erin Harbinson, Understanding ‘Risk Assessment’ Tools What They Are and the Role They Play in the Criminal Justice System: A Primer, 75 BENCH & BAR MINN. 14, 16 (2015) (stating only Indiana and Wisconsin “have considered th[e] issue directly . . .”).
race and ethnicity and RATs’ impact on people of color. For example, some scholars and legal actors assert that these new RATs present a more inclusive, objective, and complete report on defendants, thus reducing potential racial and ethnic biases from judges.\(^1\) Conversely, other experts have raised serious concerns about the use of these tools in the legal field because they are opaque, operate at a massive scale “to sort, target, or ‘optimize’ millions of people” in racialized ways, and are reinforced by bias-multiplying feedback loops.\(^2\) This raises the question, does the use of RATs in the criminal justice system in fact violate a defendant’s constitutional rights? As these tools become more widely adopted in jurisdictions across the United States, critical examination of these nuanced and complex systems needs to guide this new regime of algorithmic pretrial justice that could be imperiling the fundamental rights of people of color in particular.

This Article examines whether algorithmic RATs used during pretrial adjudications violate a criminal defendant’s Fourteenth Amendment Equal Protection rights. Particularly, the Article argues that these tools impermissibly use race and ethnicity to calculate a defendant’s risk score. Part I presents an overview of algorithmic RATs in the pretrial justice system, focusing on the history of their implementation, how they work, and which jurisdictions have adopted their use so far. Part II examines the limited judicial opinions on the constitutionality of pretrial algorithmic RATs. Part III analyzes the use of pretrial RATs vis-à-vis Fourteenth Amendment Equal Protection rights. This Section argues that the instruments facially discriminate on the basis of suspect classifications. This Section alternatively argues that pretrial RATs result in disparate treatment of members of these protected classes due to one of three forms of discriminatory intent:


deliberate indifference to racial targeting, discriminatory animus from algorithm designers, or discriminatory intent from the algorithm itself under a novel theory of partial legal capacity for artificial intelligences. Further, this Section contends that the tools’ use is not narrowly tailored, and the state cannot meet its burden of proof of narrow tailoring due to the tools’ opacity. Part IV lists important limitations and considerations of an Equal Protection challenge to algorithmic RATs. Lastly, Part V concludes that the tools violate Equal Protection rights and should be banned from use in pretrial adjudications.

I. Overview of Algorithmic Risk Assessments Used in the Pretrial Justice System

Predictive analytic systems have permeated throughout many steps of the criminal justice processes. For instance, many police departments use “hot-spot maps” based on algorithmic risk assessments to strategize deployment of officers and surveillance of specific neighborhoods.13 Some police departments also use “focused deterrence” approaches to algorithmically identify “high-risk” potential reoffenders within “risky” social networks, who the police then target with either social services or, most commonly, police contact or arrest on low-level crimes as a way to purportedly deter them from committing future crimes.14 In courts, algorithms are commonly used to create risk assessments of individuals accused of committing a crime.15 It is contended that these risk assessments help judges and other court officials make important determinations, including whether defendants are “dangerous” to


the community or whether they are likely to reoffend.\textsuperscript{16} How do these RATs work? And how did they become a standard practice in the pretrial justice system?

In 1961, a young journalist started the Manhattan Bail Project (which grew into the organization now known as the Vera Institute of Justice), pioneering the use of simple pretrial risk assessments in an effort to reduce discriminatory bias among judges and release more criminal defendants pretrial.\textsuperscript{17} The project’s “Vera Point Scale” involved an interviewer at arraignment ticking off a checklist of five weighted static factors purportedly associated with failing to appear in court among prior defendants (since flight risk was historically the only legally permissible risk to consider for pretrial detention).\textsuperscript{18} Only 1.6% of defendants released using the Vera Point Scale failed to appear, compared to 3% of those released on bail without the Scale.\textsuperscript{19} Despite this success, the first wave of the checklist was found to focus too much on local ties to the community, so to accommodate people without such ties who were nonetheless low flight risks, the Vera Point Scale was modified.\textsuperscript{20} The subsequent tool was so successful that it quickly spread from New York to other jurisdictions and was used widely for decades.\textsuperscript{21}

However, after the punitive turn of the late 1970s and throughout the 1980s,\textsuperscript{22} many judges started to explicitly consider

\begin{footnotes}
\item[16] See Mamalian, supra note 15, at 18–20. Note that reoffending is usually operationalized as being arrested again before trial, despite the extensive literature documenting racial disparities in arrests, holding constant levels of committing crimes, as discussed below.
\item[17] See Scott Kohler, Vera Institute of Justice: Manhattan Bail Project, in Casebook for the Foundation: A Great American Secret 81, 81–82 (2007); see also Scott-Hayward & Fradella, supra note 2, at 95–96 (explaining standardization promotes both consistency and transparency concerning pretrial release).
\item[18] See Marion C. Katsive, New Areas for Bail Reform: A Report on the Manhattan Bail Reevaluation Project 32–33 (1968) (noting in the first Vera Point Scale “[t]he defendant is evaluated on the basis of five factors - length of residence in jurisdiction, length of time at present employment, source of support, ties to family in the area in terms of frequency of contact, and prior conviction record”).
\item[19] See Kohler, supra note 17.
\item[20] See Katsive, supra note 18, at app. 3 (showing the later modified checklist focused on a more inclusive set of facts that could be cited in support of bail reduction, which one checklist from that period listed as “family ties verified in court[,]” “[h]as job to return to[,]” “[r]eturn date more than a week away[,]” “[n]o prior record[,]” “[l]ast conviction more than 4 years earlier[,]” “[e]vidence probably won’t support conviction[,]” “[a]ge (if over 50)[,]” “[f]emale with dependent children[,]” and “[i]llness or pregnancy”).
\item[21] Kohler, supra note 17, at 82.
\item[22] See generally David Garland, The Culture of Control: Crime and Social Order in Contemporary Society (2012) (explaining how social, economic,
“danger” to the community in their pretrial detention determinations. This punitive turn toward a new type of risk became institutionalized after the Salerno decision in 1987. In that decade and the 1990s, there was an explosion of criminological research on risk assessments generally and in the pretrial context specifically. Most RATs in this period were simple clinical weighted checklists like the Vera Point Scale, though more complex actuarial pretrial risk assessments were beginning to get developed; yet, by the turn of the twenty-first century, only twelve local jurisdictions were using formal algorithmic RATs in pretrial hearings. Since then, algorithmic pretrial RATs have proliferated. Most of today’s pretrial algorithmic RATs are regression-based—that is, designed to statistically analyze complex interactions of variables to predict how likely a defendant is to either get rearrested before trial or fail to appear in court. Some of them combine administrative data from “court and demographic records with some sort of questionnaire administered by a court official, such as a pretrial services officer...” The tools assign a numerical value and weight based on considerations of static and dynamic factors such as demographic data, criminal history, employment status, level of education, and family background. Weighting of these interacting factors is a particularly important part of the models because it influences the output variable that the model predicts. Nevertheless, some commercial RATs keep this weighting information private due to the proprietary nature of their products. Most of the current pretrial RATs are regression-based,
such as COMPAS and the more transparent Arnold Venture’s Public Safety Assessment (hereinafter the PSA).  

The newest generation of RATs involve machine learning, making them a type of artificial intelligence. Unlike earlier generations of pretrial risk assessments, which relied to varying extents on expert judgment from psychologists, social workers, probation officers, or other justice system actors, machine learning algorithmic RATs do not depend on human judgment. Instead, these algorithms are designed to mimic how humans learn how to solve complex tasks, changing on their own to learn new rules and rationales for decision-making. Designers identify a particular outcome of interest (such as likelihood of arrest before trial), then design algorithms that explore a given dataset and identify complex patterns to make predictions, evolving as they work through more data to get closer to the desired outcome; in supervised machine learning, the algorithms learn how to use training data to replicate a human-identified pattern, whereas in unsupervised machine learning, the algorithms are even more divorced from human oversight, instead teaching themselves some inherent structure in the unlabeled data. The key aspect of machine learning RATs for the purposes of this paper’s argument is that the precise ways the algorithms use data points such as race and ethnicity are inherently unknowable because they are not programmed directly by humans. In short, both types of pretrial RATs are “designed to do one thing: take in the details of a defendant’s profile and spit out a recidivism associated values of the input variables with a value for the output variable (i.e., prediction).”}


score—a single number estimating the likelihood that [the defendant] will reoffend” before trial (or, in some jurisdictions, not show up to court).\textsuperscript{35} As explained below, the tools have been criticized for being biased, treating defendants differently on the basis of their race or ethnicity, and heavily influencing a judge’s decision-making.

II. Judicial Interpretations Directly Addressing Algorithms Used in Criminal Justice and Other Relevant Settings

Few courts have opined on the novel issue of whether algorithm-based RATs in the criminal justice system violate a defendant’s constitutional rights. At the state level, Wisconsin and Indiana are the only two states where their highest courts have addressed the issue directly, generally affirming the use of algorithmic risk assessments for sentencing determinations. Conversely, federal courts have declined to rule on whether the use of predictive analytics violates a criminal defendant’s constitutional protections. There is, however, a recent civil case in a Texas district court that may shed some light on the issue. There, a teachers’ union brought an action against a school district, alleging that the district’s use of an algorithmic evaluation system used to terminate teachers for ineffective performance violated their due process and equal protection rights. The following sections summarize these three cases.

A. State of Wisconsin v. Loomis

In 2013, the State of Wisconsin charged defendant Eric Loomis with five criminal counts for allegedly participating as the driver in a drive-by shooting.\textsuperscript{36} While Loomis denied his involvement in that shooting, he ultimately accepted a guilty plea to only two of the lesser charges: “attempting to flee a traffic officer and operating a motor vehicle without the owner’s consent.”\textsuperscript{37} Subsequently, the circuit court ordered a pre-sentence investigation, resulting in a report (hereinafter PSI) that included a risk assessment prepared by COMPAS, a privately-owned algorithmic tool.\textsuperscript{38} COMPAS reports only present “risk scores displayed in the form of a bar chart.

\textsuperscript{36} State v. Loomis, 881 N.W.2d 749, 754 (Wis. 2016).
\textsuperscript{37} Id.
\textsuperscript{38} Id.
with three bars that represent pretrial recidivism risk, general recidivism risk, and violent recidivism risk.”

These scores are based on the defendant’s criminal history and an interview conducted with the defendant. However, the scores are not individualized; they are a standardized prediction of recidivism “based on a comparison of information about the individual to a similar data group.” Based in part on these scores, Loomis was sentenced by the trial court to six years in prison followed by five years of extended supervision.

On appeal, Loomis challenged the use of COMPAS at sentencing, alleging it violated his right to due process. Specifically, Loomis argued that (1) “the proprietary nature of COMPAS prevent[ed] him from challenging the COMPAS assessment’s scientific validity,” (2) COMPAS risk assessments impermissibly take gender into account, and (3) the use of aggregate data to calculate risk scores violated his right “to an individualized sentence.” The Wisconsin Supreme Court ultimately affirmed his sentence.

First, the court found that Loomis did not meet “his burden of showing that the circuit court actually relied on gender as a factor in sentencing.” Moreover, even if COMPAS did consider gender, the court determined that such a factor is necessary to promote statistical accuracy. The State specifically argued in this regard that “because men and women have different rates of recidivism and different rehabilitation potential, a gender neutral risk assessment would provide inaccurate results for both men and women.” Second, the court found that the proprietary nature of the COMPAS algorithm did not infringe upon Loomis’s due process rights because COMPAS largely relies on reviewable public data. A practitioner’s guide to COMPAS explained that “the risk scores are based largely on static information (criminal history), with limited use of some dynamic variables (i.e., criminal associates,
substance abuse)” and a questionnaire filled by the defendant. In other words, “to the extent that [his] risk assessment is based upon his answers to questions and publicly available data,” Loomis “had the opportunity to verify that the questions and answers listed on the COMPAS report were accurate,” even though the algorithmic formula, which predicts the score, is unavailable for review. Lastly, the court agreed that COMPAS did use aggregate, unvalidated data to calculate his risk score. Nevertheless, COMPAS risk assessments were not a “determinative factor” in his sentencing. As such, sentencing ultimately relies on the discretion of a judge, which is informed by many factors included in the PSI.

The Wisconsin Supreme Court acknowledged that while sentencing courts may consider COMPAS RATs for sentencing determinations, they may not use risk scores to determine “whether an offender is incarcerated”; “the severity of the sentence”; or “whether an offender can be supervised safely and effectively in the community.” In addition, sentencing courts were required to generally explain the factors used to make sentencing decisions. The court further mandated that PSIs containing a COMPAS assessment include a “written advisement listing [its] limitations.” The five limitations were: (1) “[t]he proprietary nature of COMPAS . . . prevent[s] disclosure of . . . how risk scores are determined”; (2) because COMPAS only relies on aggregate data, it was unable to identify “a particular high-risk individual”; (3) “some studies of COMPAS risk assessment scores have raised questions about whether they disproportionately classify minority offenders as having a higher risk of recidivism”; (4) “[a] COMPAS risk assessment compares defendants to a national sample, but no cross-validation study for a Wisconsin population has yet been completed”; and (5) COMPAS was originally intended “for use by the Department of Corrections in making determinations regarding treatment, supervision, and parole.”

The Wisconsin Supreme Court, however, acknowledged the possibility of an equal protection challenge based on the use of gender in statistical generalizations. In its reasoning, the court specifically referenced Craig v. Boren, where an Oklahoma law was

49. Id.
50. Id.
51. Id. at 765.
52. Id. at 764–65.
53. Id. at 769.
54. Id.
55. Id. at 769–70.
challenged for prohibiting the sale of 3.2% beer to men under twenty-one years of age and women under eighteen years of age.\textsuperscript{56} There, the United States Supreme Court declared that “classifications by gender must serve important governmental objectives and must be substantially related to achievement of those objectives”—a standard that was not met in \textit{Craig}.\textsuperscript{57} The \textit{Loomis} court specifically noted the Supreme Court’s explanation that sociological and empirical justifications for gender-based classifications may not pass judicial scrutiny because “the principles embodied in the Equal Protection Clause are not to be rendered inapplicable by statistically measured but loose-fitting generalities concerning the drinking tendencies of aggregate groups.”\textsuperscript{58} Notwithstanding the Wisconsin court’s analogy of \textit{Craig v. Boren} to the \textit{Loomis} facts, the court refused to entertain the equal protection challenge because \textit{Loomis} failed to directly raise it.\textsuperscript{59} Accordingly, the court only focused on his due process claims.

In a concurrence, Justice Shirley Abrahamson agreed with the judgment, but stated she would have required sentencing courts to specifically “evaluate on the record the strengths, weaknesses, and relevance to the individualized sentence . . . .”\textsuperscript{60} Such explanation was necessary because COMPAS risk assessment had “garnered mixed reviews in the scholarly literature and in popular commentary and analysis.”\textsuperscript{61} In addition, Justice Abrahamson raised a concern with the “court’s lack of understanding of COMPAS . . . .”\textsuperscript{62} She took issue with the court’s denial of “[COMPAS’ then owner] Northpointe’s motion to file an amicus brief,” since it could have provided critical information about COMPAS.\textsuperscript{63}

\textbf{B. Malenchik v. State}

Unlike the \textit{Loomis} court’s cautious allowance of algorithmic risk assessments in sentencing, the Supreme Court of Indiana

\textsuperscript{56} See id. at 766; see also \textit{Craig v. Boren}, 429 U.S. 190 (1976).
\textsuperscript{57} \textit{Craig}, 429 U.S. at 197.
\textsuperscript{58} \textit{Loomis}, 881 N.W. 2d at 766 (quoting \textit{Craig}, 429 U.S. at 208–09).
\textsuperscript{59} Id. (“Notably, however, \textit{Loomis} does not bring an equal protection challenge in this case. Thus, we address . . . \textit{Loomis}’s constitutional due process right [claims] . . . .”).
\textsuperscript{60} Id. at 774 (Abrahamson, J., concurring).
\textsuperscript{61} Id. at 774–75.
\textsuperscript{62} Id. at 774 (“At oral argument, the court repeatedly questioned both the State’s and defendant’s counsel about how COMPAS works. Few answers were available.”).
\textsuperscript{63} Id.
enthusiastically affirmed their use in Malenchik v. State.\textsuperscript{64} In late 2008, defendant Anthony Malenchik was convicted and sentenced to six years in prison, pursuant to his guilty plea to theft and his admission to being a habitual offender.\textsuperscript{65} In preparation for sentencing, the trial court was presented with a PSI indicating that Malenchik “fell into the High Risk/Needs category” and “had a high probability of having a Substance Dependence Disorder,” based on reports created by algorithmic risk assessment instruments, including one named Level of Service Inventory–Revised (hereinafter LSI–R).\textsuperscript{66} LSI–R generally measures recidivism by taking into consideration a defendant’s “areas of Criminal History, Education and Employment, Financial, Family, Accommodations, Leisure and Recreation, Companions, Alcohol and Drugs, Emotional and Personal Issues, and Attitudes and Orientation,” combined with other demographic information.\textsuperscript{67} LSI–R is a privately owned algorithmic tool.\textsuperscript{68}

The Supreme Court of Indiana granted transfer from the appellate court to resolve the specific issue of whether a trial court may consider, and to what extent, reports from algorithmic risk assessment instruments when making sentencing determinations.

\textsuperscript{64} See Malenchik v. State, 928 N.E.2d 564 (Ind. 2010).
\textsuperscript{65} See id. at 566; see also Malenchik v. State, 908 N.E.2d 710 (Table), 2009 WL 1577832, *3 (Ind. Ct. App. 2009) (affirming the conviction after Malenchik appealed his sentence, arguing the trial court abused its discretion).
\textsuperscript{66} Malenchik, 928 N.E.2d at 567.
\textsuperscript{67} Id.; see also Anthony W. Flores, Christopher T. Lowenkamp, Paula Smith & Edward J. Latessa, Validating the Level of Service Inventory—Revised on a Sample of Federal Probationers, 70 FED. PROB. 44, 45 (2006) (citations omitted).

The LSI-R measures 54 risk and need factors about 10 criminogenic domains that are designed to inform correctional decisions of custody, supervision, and service provision. The theoretically informed predictor domains measured by the LSI-R include criminal history, education/employment, financial situation, family/marital relationships, accommodation, leisure and recreation, companions, alcohol or drug use, emotional/mental health, and attitudes and orientations.

The LSI-R assessment is administered through a structured interview between the assessor and offender, with the recommendation that supporting documentation be collected from family members, employers, case files, drug tests, and other relevant sources as needed. The total risk/need score produced by the LSI-R is indicative of the number of predictor items (out of 54) scored as currently present for the offender. The LSI-R score is then actuarially associated with a likelihood of recidivism that was derived from the observed recidivism rates of previously assessed offenders. Last, domain scores of the LSI-R are used to identify an offender’s most promising treatment targets.

\textsuperscript{68} See MEGAN E. COLLINS, EMILY M. GLAZENER, CHRISTINA D. STEWART & JAMES P. LYNCH, FOLLOW-UP REPORT TO THE MSCCSP: USING ASSESSMENT INSTRUMENTS DURING CRIMINAL SENTENCING 10 (2015) ("[T]he LSI-R and LS/CMI are proprietary tools offered by Multi-Health Systems Inc.").
Malenchik argued, as relevant here, (1) that “such models have not been recognized as scientifically reliable so as to qualify for admissibility under Indiana Evidence Rule[s]”; (2) “that the scoring models lack objective reliability”; (3) “they are not relevant to statutory aggravating circumstances”; (4) “they are unfairly discriminatory”; (5) “the use of the LSI–R test in this case impinged upon his right to counsel”; (6) “the use of scoring models conflicts with Indiana’s constitutional requirement that the penal code be founded on principles of reformation and not vindictive justice”; and (7) “using such scores may lead to an unwise fundamental change in Indiana’s sentencing system.”

The State countered that the algorithmic tools were permissible because they were “employed consistently with [their] proper purposes and limitations.” Ultimately, the court found that the use of algorithmic RATs was not unlawful for sentencing decisions because the tools enhance and supplement considerations for judges making such determinations, as opposed to deciding on their own a defendants’ sentencing outcome.

As to the objective reliability of the algorithmic instruments, the court repeatedly asserted that scoring models, particularly LSI–R, have “widespread acceptance” and are “widely recognized as valid and reliable” by governmental and scholarly communities. The court assured that these algorithmic tools do not constitute aggravating circumstances, but rather help judges make comprehensive sentencing evaluations. Although Malenchik argued that LSI–R was discriminatory because “a person’s family disharmony, economic status, personal preferences, or social circumstances should never bear any weight with a sentencing judge,” the court disagreed. The court instead reasoned that sentencing courts were statutorily mandated to consider these

---

69. Malenchik, 928 N.E.2d at 567–68.
70. Id. at 568.
71. Id. at 573–74.
72. Id. at 568–71 (finding that “academic literature has demonstrated for decades [that] objective actuarial risk/needs instruments more accurately predict risk and identify criminogenic needs than the clinical judgment of officers,” and these models “are well supported by empirical data and provide target areas to change an individual’s criminal behavior, thereby enhancing public safety”).
73. Id. at 572 (“The nature of the LSI–R is not to function as a basis for finding aggravating circumstances, nor does an LSI–R score constitute such a circumstance. But LSI–R scores are highly useful and important for trial courts to consider as a broad statistical tool to supplement and inform the judge’s evaluation of information and sentencing formulation in individual cases.”).
74. Id. at 574 (internal quotation marks omitted).
factors in PSIs. Addressing the overarching goals and purposes of the algorithmic tools, the court asserted that the tools did not violate the Indiana Constitution because they “provide usable information based on extensive penal and sociological research to assist the trial judge in crafting individualized sentencing schemes with a maximum potential for reformation.” As such, the court concluded that algorithmic risk assessments serve an appropriate purpose in line with the current prescribed sentencing objectives and limitations, and would not significantly change the sentencing system.

C. Houston Federation of Teachers, Local 2415 v. Houston Independent School District

No federal court has opined on the issue of algorithmic risk assessments used in the criminal justice system. However, a teacher’s union representing over 6,000 members filed a federal civil suit alleging that a privately owned algorithmic tool used by the Houston Independent School District (hereinafter the School District) to terminate teachers for ineffective performance during the 2011–2015 school years violated, in part, their constitutional right to equal protection. The tool, Educational Value–Added Assessment System (hereinafter EVAAS), generally “compar[es] the average test score growth of students taught by the teacher compared to the statewide average for students in that grade or

75. See id.; IND. CODE § 35-38-1-9(b)(2).
76. Malenchik, 928 N.E.2d at 575.
77. Notably, in 2015, 30,347 people were incarcerated in Indiana prisons, where “Black people constituted 10% of state residents, but . . . 34% of people in prison” and “Black people were incarcerated at 2.7 times the rate of [W]hite people . . . .” VERA INST. OF JUST., INCARCERATION TRENDS IN INDIANA 1–2 (2019), https://www.vera.org/downloads/pdfdownloads/state-incarceration-trends-indiana.pdf [https://perma.cc/SSMT-YNZE]. In 2018, there were 23,844 people in the Wisconsin prison system,” where “Black people constituted 7% of state residents, but . . . 41% of people in prison” and “[i]n 2017, Black people were incarcerated at 10.9 times the rate of [W]hite people . . . .” VERA INST. OF JUST., INCARCERATION TRENDS IN WISCONSIN 1–2 (2019), https://www.vera.org/downloads/pdfdownloads/state-incarceration-trends-wisconsin.pdf [https://perma.cc/6WMD-7M2G].
78. Hous. Fed’n of Teachers, Loc. 2415 v. Hous. Indep. Sch. Dist., 251 F. Supp. 3d 1168, 1171 (S.D. Tex. 2017). The plaintiffs also claimed procedural and substantive due process violations, which will not be discussed in this Article. See id. at 1173 (asserting that plaintiffs raised violations of “1. procedural due process, due to lack of sufficient information to meaningfully challenge terminations based on low EVAAS scores; 2. substantive due process, because there is no rational relationship between EVAAS scores and HISD’s goal of employing effective teachers; 3. substantive due process, because the EVAAS system is too vague to provide notice to teachers of how to achieve higher ratings and avoid adverse employment consequences”).
Specifically, plaintiffs argued that the School District’s policy of aligning teachers’ instructional performance ratings with EVAAS scores, which “subverts the independence of the instructional practice score,” wrongly classified teachers with no rational explanation.

The District Court for the Southern District of Texas admitted that plaintiffs presented a “novel claim” with no controlling precedent in an analogous context. Nevertheless, the court rejected plaintiff’s argument, finding that the termination policy was not a classification system. Assuming there was a classification, the court found that EVAAS passed rational basis review under a substantive due process claim—the same standard it would have applied to an equal protection claim. In analyzing the due process claim, the court found that even if the algorithmic tool was imperfect, “the loose constitutional standard of rationality allows governments to use blunt tools which may produce only marginal results.” As such, the district court denied summary judgment on the substantive due process claim.

III. An Equal Protection Analysis of Algorithmic Risk Assessments

The Equal Protection Clause of the Fourteenth Amendment declares that “[n]o State shall . . . deny to any person within its jurisdiction the equal protection of the laws,” which is essentially a direction that “all persons similarly circumstanced shall be treated alike.” An Equal Protection claim may be raised when the state facially classifies individuals or when it acts discriminatorily “as applied.” Facial classifications are reviewed under tiered levels of scrutiny. “As applied” classifications are reviewed under the same scheme, but claimants must also prove there was a discriminatory
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79. Id. at 1172.
80. Id. at 1183.
81. Id. ("This appears to be a novel claim, and the court has found no authority addressing an equal protection claim in an analogous context.").
82. Id. at 1175.
83. Id. at 1182.
84. Id. at 1183.
impact and intent by the state. To trigger this level of scrutiny, members of the class must be treated categorically differently, which this Article argues is the case in the pretrial detention context. Such classifications must be narrowly tailored to meet a compelling government interest. If a court finds that the use of race or ethnicity does not pass muster under its appropriate level of scrutiny, the law or policy is declared unconstitutional.

Here, the overarching question is whether the government is violating criminal defendants’ Equal Protection rights by using algorithmic assessments that include race and ethnicity to calculate risk scores used for pretrial determinations. From the Loomis and Houston Federation of Teachers, Local 2415 opinions, it seems very likely that courts will treat algorithm-based classifications within the existing Equal Protection tiered-scrutiny framework. First, we argue there is significant evidence to show that the government facially classifies individuals impermissibly. However, even assuming, arguendo, that the risk assessment classifications are facially neutral, we then argue that they have a disparate impact, and that the government intentionally discriminated on the basis of race under one of three types of legal intentionality (deliberate indifference to racial targeting, discriminatory animus from algorithm designers, or discriminatory intent from the algorithm itself). Lastly, we show how the use of algorithmic assessments is not narrowly tailored to meet the government’s purported goal of reducing bias in pretrial adjudications and how the government cannot meet its burden of proving RATS are narrowly tailored, due to the opacity of the algorithms’ black box mechanisms.

A. Algorithmic Risk Assessments Explicitly Use Suspect Classifications

Race and ethnicity are suspect classifications. An Equal Protection Clause challenge based on these classifications must be

88. Id.
89. Id.
91. Gratz, 539 U.S. at 246.
93. See Adarand Constructors, Inc. v. Pena, 515 U.S. 200, 216 (1995); Regents of
reviewed under strict scrutiny because they "are simply too pernicious to permit any but the most exact connection between justification and classification." Generally, suspect classifications, especially racial classifications, must be used as a "last resort." And in such cases, they must be narrowly tailored to meet the government’s stated compelling interest.

Creators of algorithmic RATs deny using suspect classifications in their calculations. For instance, one of the major market competitors selling regression-based RATs is Northpointe, Inc. (now doing business as Equivant). Their algorithmic risk assessment tool COMPAS, the one at issue in Loomis, is used by many states, including New York and California, both of which rank in the top five states with the largest pretrial detainee population. Northpointe firmly denies that COMPAS uses race as a variable, but due to the proprietary nature of their algorithm, Northpointe refuses to reveal its variables.

However, there is strong scholarly consensus that algorithmic risk assessments almost all use static factors like race, either explicitly or in other ways.
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96. Bartlett, 556 U.S. at 21; see also Grutter, 539 U.S. at 326.
Even assuming that race is not explicitly used in algorithmic RATs, there is substantial evidence proving that many of these tools use other variables as proxies for race. In an American Society of Criminology handbook on risk assessments, for example, the risk assessment scholar Robert Brame concluded that “one of the important lessons of the methodological literature on risk assessment is that leaving variables like race and ethnicity out of [the] recidivism risk assessments guarantees that they will still be there.” Similarly, an analysis of an algorithmic risk assessment designed to replicate the PSA (which is used in more than forty jurisdictions) found that the PSA algorithm included information on detainee race via proxy variables, concluding that “there are likely no truly [racially] uncorrelated input variables in real-world data, and, as a result, that likely all of the commonly used algorithms may violate core principles underlying antidiscrimination law by allowing race to contaminate predictions of risk.” The consensus is strong that risk assessments use race either explicitly or implicitly through proxies.

Even if racial proxies are used, laws and policies that employ proxies are commonplace, so the question is whether the proxy acts as a means to an impermissible end. Equal Protection doctrine requires that the government state a legitimate purpose for non-suspect classifications. However, a claimant may challenge the
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101. See Sonja B. Starr, Evidence-Based Sentencing and the Scientific Rationalization of Discrimination, 66 STAN. L. REV. 803, 804–05 (2014) (arguing that, by directing judges to use these algorithmic risk assessments, they are directed to “explicitly consider a variety of variables . . . not just in special contexts in which one of those variables might be particularly relevant (for instance, ability to pay in cases involving fines), but routinely, in all cases. This is not a fringe development”); see also Sonja B. Starr, The Risk Assessment Era: An Overdue Debate, 27 FED. SENT’G REP. 205, 205–06 (2015) (drawing on scholarship that argues risk factors like prior arrests become proxies for race).


104. See Deborah Hellman, Two Types of Discrimination: The Familiar and the Forgotten, 86 CAL. L. REV. 315, 326 (1998) (“The dominant inquiry of Equal Protection case law is about fit: How tight is the correlation between the trait used in the statute and its purported target?”).

105. See, e.g., Bush v. Vera, 517 U.S. 952, 968, 985 (1996) (stating, “to the extent that race is used as a proxy for political characteristics, a racial stereotype requiring strict scrutiny is in operation[,]” and “[o]ur Fourteenth Amendment jurisprudence evinces a commitment to eliminate unnecessary and excessive governmental use and reinforcement of racial stereotypes”).
state’s purported purpose if the non-suspect classification ultimately serves a non-legitimate end or as a stand-in for a suspect classification, and courts are likely to strike them as unlawful.\textsuperscript{106} The Supreme Court has also applied this reasoning within the Fourteenth Amendment Due Process framework.\textsuperscript{107}

Algorithmic assessment tools have been found to use some variables as stand-ins for suspect classifications, as data scientists are generally sanctioned from using race and ethnicity altogether. The nonprofit coalition Partnership on AI found that these assessment tools use “imperfect proxies such as crime reports or arrests” to calculate the \textit{likely possibility} of recidivism.\textsuperscript{108} Recidivism is measured by these algorithms as whether the defendant is likely to get arrested before trial, rather than whether the defendant will commit a crime, per se.\textsuperscript{109} This definition of recidivism, which does not narrowly capture the “public safety” objective in pretrial determinations, is chosen by data scientists because “the target for prediction (having actually committed a crime) is unavailable” as a variable.\textsuperscript{110} The choice to define recidivism this way, however, presents a significant problem, considering contacts with the criminal justice system are not equally distributed, particularly around racial groups.\textsuperscript{111} In essence,

\begin{itemize}
\item \textsuperscript{106} See, \textit{e.g.}, Mhany Mgmt., Inc. v. Cnty. of Nassau, 819 F.3d 581, 609 (2d Cir. 2016) (explaining that terms like “affordable housing” served as “[r]acially charged code words [which] may provide evidence of discriminatory intent”) (quoting Smith v. Fairview Ridges Hosp., 625 F.3d 1076, 1085 (8th Cir. 2010)); Floyd v. City of New York, 959 F. Supp. 2d 540, 586 (S.D.N.Y. 2013) (“Crime suspect data may serve as a reliable proxy for the pool of criminals exhibiting suspicious behavior. But there is no reason to believe that crime suspect data provides a reliable proxy for the pool of non-criminals exhibiting suspicious behavior. Because the overwhelming majority of people stopped fell into the latter category, there is no support for the City’s position that crime suspect data provides a reliable proxy for the pool of people exhibiting suspicious behavior.”).
\item \textsuperscript{107} See, \textit{e.g.}, J.E.B. v. Alabama ex rel. T.B., 511 U.S. 127, 143 (1994) (explaining that gender “may not serve as a proxy for bias” for removing jurors through peremptory strikes).
\item \textsuperscript{109} Id. n.14.
\item \textsuperscript{110} Id.
policy-salient variables like criminality and arrest become proxies for race.

Partnership for AI also determined that “in complex settings like criminal justice, virtually all statistical predictions will be biased even if the data was accurate, and even if variables such as race are excluded, unless specific steps are taken to measure and mitigate bias.” To do so, the data are trained by inputting variables that mimic omitted variables that are relevant causal factors. But these variables may be highly correlated with race or explicitly serve as proxies for race. The ACLU has argued that data like a defendant’s age, substance use, family relationships, and community ties can serve, alone and together, as proxies for race. These variables are clearly legally permissible when employed for legitimate purposes, but in this context, they serve as stand-ins for race and ethnicity.

In machine learning risk assessments, race or its proxies are also used in a slightly different way—that is, in the training data through which the artificial intelligence learns about the world and how to make predictions about recidivism. A 2017 study published in *Science* found that “standard machine learning can acquire stereotyped biases from textual data that reflect everyday human culture.” Researchers found that historic biases and stereotyped attitudes involving race can permeate the training data used by algorithms, even if training data explicitly exclude race and ethnicity as variables. While the algorithm may or may not itself expressly use race in the black box decision-making of its
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116. Id. at 185; see also David Arnold, Will Dobbie & Peter Hull, Measuring Racial Discrimination in Algorithms 2 (Becker Friedman Inst. Working Paper No. 2020-184, 2020) (finding that “a sophisticated machine learning algorithm discriminates against Black defendants, even though defendant race and ethnicity are not included in the training data. The algorithm recommends releasing [W]hite defendants before trial at an 8 percentage point (11 percent) higher rate than Black defendants with identical potential for pretrial misconduct, with this unwarranted disparity explaining 77 percent of the observed racial disparity in algorithmic recommendations. We find a similar level of algorithmic discrimination with regression-based recommendations, using a model inspired by a widely used pretrial risk assessment tool”).
predictions, the algorithm’s construction and training may be racialized because of the initial use of deeply racialized data. In other words, the criminal justice system is so deeply racist that by using criminal justice data to train algorithms, developers are creating naively racist artificial intelligence. Artificial intelligences are tasked with figuring out how to predict future rearrest before trial as their singular focus without legal restrictions on how to approach this goal. These artificial intelligences are therefore dutifully examining patterns in the data and accurately detecting that in the recent past, at least, one of the best ways to predict who will be arrested in the future is to consider either the color of their skin or closely correlated proxies for race.

In addition, training an algorithm to make decisions may inadvertently create feedback loops that ultimately classify people based on their race and ethnicity. For example, the Netflix movie-streaming algorithm presents users with many options, and the user ultimately makes a choice that is then introduced as new knowledge that trains the algorithm to choose other movies. The algorithm, however, does not consider that the user’s choice was originally shown by the algorithm. As a result, a user receives recommendations similar to the choice the user initially made. Similarly, in the criminal justice context, poor minority groups are more likely to score higher in risk assessment predictions because the tools have large amounts of their data, which puts them at risk of more policing and indictments (which creates more data), ultimately reinforcing the systems’ biases towards these groups.

In other words, the outcomes of predictions unjustly influence future predictions.

One objection that has been raised is that algorithmic risk assessments might not trigger strict scrutiny because they do not consistently and categorically disadvantage members of the suspect class. With machine-learning algorithms in particular, it has been argued that “consideration of class membership will not necessarily, or even often, give rise to categorically different treatment . . . [because] . . . most machine-learning applications will be used to forecast complex phenomena . . . that are not easily

117. See generally RUSSELL & NORVIG, supra note 34 (explaining various forms and methods of machine learning relevant to algorithms).
predicted by standard, less powerful, statistical techniques.”\textsuperscript{120} However, even if that were the case more generally for algorithmic risk assessments, in the pretrial detention context, and particularly with respect to regression-based RATs, there is compelling evidence that algorithmic RATs treat racial groups differently, as will be further discussed below.\textsuperscript{121}

In short, there is significant proof that algorithmic RATs classify individuals based on their race and ethnicity. These algorithms either explicitly use racial assumptions or impermissibly use variables as proxies for race. Algorithms can also engage in feedback loops, where racial biases are reinforced through the dynamism between inputs and outputs of data. Most importantly, how could a court know whether a privately owned algorithm actually uses suspect classifications as variables if they are not reviewable due to the proprietary nature of the tool? And similarly, how can courts examine whether proxy variables are legally permissible because they purportedly serve a legitimate purpose? The assertion of opacity of algorithms is not a valid argument of constitutional soundness.

\textit{B. Substantial Evidence of Discriminatory Intent and Disparate Impact}

A court may find that state actors are not explicitly classifying individuals based on their race or ethnicity. However, a criminal defendant may still raise an Equal Protection claim by showing that algorithmic risk assessments result in racially disparate treatment of individuals, so long as it was motivated by racial animus. In \textit{Washington v. Davis}, the Supreme Court held that a claimant may use racial impact as a relevant fact that bears on the question of racial intent—the key element.\textsuperscript{122} The Court has also clarified that disparate treatment must be “because of,’ not merely ‘in spite of,’ its adverse effects upon an identifiable group.”\textsuperscript{123} Therefore, an Equal Protection challenge of this nature must necessarily include proof of disparate treatment and discriminatory intent.

\textsuperscript{120} See Coglianese \& Lehr, supra note 90, at 1196.
\textsuperscript{121} See, e.g., \textit{id.}, n.232 (“Regression analysis is more susceptible \[than machine learning\] to tacit bias because it is driven by theories about how individuals are likely to behave.”); see also Aziz Z. Huq, \textit{Racial Equity in Algorithmic Criminal Justice}, 68 DUKE L.J. 1043 (2019) (demonstrating that constitutional law is unsuited to correct racial discrimination resulting from using RATs in the criminal justice system).
1. Racial and Ethnic Disparate Impact

There is ample evidence that many algorithmic RATs used in criminal adjudications impact defendants differently based on their race or ethnicity. For instance, a ProPublica study analyzed the COMPAS risk score assessments for more than seven thousand people arrested in Broward County, Florida between 2013 and 2014.\textsuperscript{124} They concluded that predictions were biased against Black defendants.\textsuperscript{125} The analysis showed that while the overall accuracy of risk predictions for both Black and White defendants were very similar (61%), “[B]lack [individuals] are almost twice as likely as [White] [individuals] to be labeled a higher risk but not actually re-offend.”\textsuperscript{126} Conversely, White defendants received false negatives almost twice as often as their Black counterparts.\textsuperscript{127} Similarly, University of Texas, Austin Law Professor Melissa Hamilton’s study, which used the same dataset as ProPublica, found that COMPAS “is not well calibrated for Hispanics” in almost identical ways.\textsuperscript{128} Put differently, COMPAS risk scores favor White defendants with both false positives and negatives.\textsuperscript{129}


\textsuperscript{126} See Angwin et al., supra note 124 (finding the “Labeled Higher Risk, But Didn’t Re-Offend” rates were 44.9% for Black defendants and 23.5% for White defendants).

\textsuperscript{127} Id. (finding “Labeled Lower Risk, Yet Did Re-Offend” rates were 28.0% for Black defendants versus 47.7% for White defendants).


\textsuperscript{129} See generally Goel et al., supra note 4, at 6 (providing an overview of recent research on this issue); see also Solon Barocas & Andrew D. Selbst, \textit{Big Data’s Disparate Impact}, 104 CAL. L. REV. 671 (2016) (arguing that algorithms inherit racial biases in the data they rely on).
Another factor unique to RATs and disparate impact is that due to the scale and objective consistency of RATs, some classes of people could be likely to always get classified as high risk and in need of incarceration. Advocates of RATs tout the absence of individual bias or inconsistency in determinations of riskiness, as compared to fallible human judges spitballing riskiness using their subjective discretion.\textsuperscript{130} However, the downside of that consistency is that any error the algorithm makes is repeated mercilessly every single time. Compared to humans, there is much less stochastic variation in the algorithms.\textsuperscript{131} What this means is that if COMPAS or the PSA, for instance, determine that someone with a combination of some particular factors is at high risk of rearrest before trial, every member of that suspect classification will also be rated high risk. With judicial discretion, there is always room for the statistical error of mercy or of considering the particularities of a person’s life that do not show up in models that by design simplify the messiness of the real world. The algorithms lack any such unexpected divergence from their predictions, since unconstrained algorithms are designed to objectively maximize predictive validity as best as possible, without subjective mercy or distraction.\textsuperscript{132} When combined with the scale of their use, where every judge in a state might be relying on the exact same RAT, the potential for pretrial release recommendation becomes very difficult for someone who is a member of a group identified as high risk by the algorithm. For defendants with an unlucky combination of variables, it could be akin to not having any alternative to one particular judge’s idiosyncratic biases. Any racial or ethnic biases within the algorithms are multiplied and compounded at scale, relentlessly.\textsuperscript{133}


\textsuperscript{131} See generally RUSSELL & NORVIG, supra note 34 (explaining how machine learning causes algorithms to repeat information with near-perfect consistency).


\textsuperscript{133} See generally O’NEIL, supra note 12, at 124 (explaining the process by which biases are replicated by algorithms).
2. Discriminatory Intent

We argue below that discriminatory intent may be inferred from: (1) deliberate indifference to racial targeting; (2) discriminatory animus from the algorithm’s designer; and (3) discriminatory intent from the machine.134

First, in Floyd v. City of New York, the district court determined that “the use of a facially neutral policy applied in a discriminatory manner, or through express racial profiling, targeting [minority populations] violates bedrock principles of equality.”135 At issue in this case was whether the New York Police Department’s stop-and-frisk policy violated Fourteenth Amendment protections of Black and Latino individuals. The court reasoned that plaintiffs there showed a state “policy of indirect racial profiling” where the state acted “deliberately indifferent to the intentionally discriminatory application” of that policy.136 According to the court, a state policy includes “the decisions of a government’s lawmakers, the acts of its policymaking officials, and practices so persistent and widespread as to practically have the force of law.”137 In Floyd, a policy directing officers to target young Black and Latino men “based on local crime suspect data” and racial animosity by the police commissioner were sufficient to prove intent.138

Regarding algorithmic RATs, states have clearly ignored these tools’ discriminatory impact on Black and Latino defendants. In fact, states in the last decade have aggressively enacted legislation and executive policies mandating the use of these tools, despite criticism from communities, experts, and advocacy organizations.139

134. See Yavar Bathaee, The Artificial Intelligence Black Box and the Failure of Intent and Causation, 31 HARV. J.L. & TECH. 889, 911 (2018); see also Jason R. Bent, Is Algorithmic Affirmative Action Legal?, 108 GEO. L.J. 803, 826 (2020) (explaining how instructions to computers can inject race into the algorithm); see also Coglianese & Lehr, supra note 90, at 1198 (acknowledging that some opponents of algorithms argue the inclusion of a race variable itself shows discriminatory intent); see also Floyd v. City of New York, 959 F. Supp. 2d 540, 664 (S.D.N.Y. 2013) (finding a facially neutral police policy failed strict scrutiny where it resulted in higher levels of stops among non-White drivers).

135. Floyd, 959 F. Supp. 2d at 664. Companies like Equivant, which owns COMPAS, claim they do not engage in express racial profiling, but, as argued above, that is either false or they use proxies impermissibly to racially profile.

136. Id. at 660.

137. Id. at 558, 564 (quoting Connick v. Thompson, 563 U.S. 51, 61 (2011)).

138. Id. at 660.

Moreover, judges have used algorithmic risk assessments in ways that disadvantage Black defendants, and which a reasonable person would expect them to be aware disadvantage Black defendants. A 2019 study by the Harvard John M. Olin Center for Law, Economics, and Business found that “judges were more likely to override the [bail] recommended default for moderate risk [B]lack defendants than similar moderate risk [W]hite defendants,” likely “suggest[ing] that interaction with the same predictive score may lead to different predictions by race.” \(^{140}\) The study further argued that such results may be caused by judges being unresponsive to policy changes or acting with racial animosity. \(^{141}\)

As such, a *Floyd* intent framework could be applied to algorithmic RATs because state actors have both deliberately ignored the adverse effects on Black and Latino defendants, as well as mandated their use without consideration of scientific studies warning against their use. \(^{142}\)

Second, human bias from data scientists creating and training the algorithms may encroach into the data. \(^{143}\) A data scientist makes a series of choices when designing the formulas to be used by the algorithmic tool. As University of Chicago Law School Professor Aziz Z. Huq explains: “an algorithm’s designer might be motivated by either an animosity toward a racial group, or else a prior belief that race correlates with criminality, and then deliberately design the algorithm on that basis.” \(^{144}\) Such design-making “might occur through either a choice to use polluted
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\(^{141}\) Id. at 25.

\(^{142}\) *See Angwin et al., supra* note 124 (finding that from a sample of seven thousand criminal defendants in Broward County, Florida, Black defendants were “77 percent more likely to be pegged as at higher risk of committing a future violent crime and 45 percent more likely to be predicted to commit a future crime of any kind” than their White counterparts, controlling for race, gender, age, criminal history, and recidivism).

\(^{143}\) *See P’SHIP on AI, supra* note 108, at 15–22; *see also Safiya Umoja Noble, Algorithms of Oppression: How Search Engines Reinforce Racism* (2018) (explaining how human bias encroaches into computer programs run by algorithms).

\(^{144}\) *Huq, supra* note 121, at 1089.
training data or the deliberate selection of some features but not others on racial grounds.”

Some state courts have singled out algorithms’ developers as legally responsible for the algorithms in some respects. However, the opaque or proprietary nature of the algorithmic tools may prohibit defendants from determining how the data scientist designed the algorithm. If the algorithm is unreviewable, then it is challenging to directly detect the designer’s motivation.

Indirect evidence of intentionality can be deduced from an important mathematical proof by the statisticians Jon Kleinberg and colleagues, which has since been replicated. Analyzing the ProPublica COMPAS data, they found that there are three main ways to operationalize racial equality: racial equality of false negatives, racial equality of false positives, and racial parity of outcomes. They proved that in a context of unequal initial conditions (i.e., racial disparity in recidivism rates), it is mathematically impossible for the three types of equality to be achieved simultaneously, so there is a necessary trade-off between the three forms of equality. This trade-off implies that creators of the assessments are making choices about trade-offs, intentionally or unintentionally. Minimizing racial inequality in risk assessments became such a priority among legal and policy decision-makers that most current assessments include attempts to minimize racial disparities. Kleinberg and colleagues’ proof then implies that any intentional act of reducing inequality in one

---

145. Id.
146. See, e.g., People v. Wakefield, 175 A.D.3d 158, 169–70 (N.Y. App. Div. 2019) (holding that the “true accuser” within a Confrontation Clause challenge was the writer of the source code for an algorithm used in software that calculates the probability of a defendant’s presence at the scene of the crime, considering that said algorithmic source code writer was “the declarant in the epistemological, existential and legal sense rather than the sophisticated and highly automated tool powered by electronics and source code that he created”), lv denied, 34 N.Y.3d 1083 (N.Y. App. Div. 2019), lv granted, 35 N.Y.3d 1097 (N.Y. App. Div. 2020).
148. See id. at 4. There are other models of equality, but similar arguments hold for those models. See Huq, supra note 121, at 1053 (2019) (arguing that the law “provides no creditable guidance” about which model of fairness or equality to apply to risk assessments); Richard Berk, Hoda Heidari, Shahin Jabbari, Michael Kerns & Aaron Roth, Fairness in Criminal Justice Risk Assessments: The State of the Art, 50 SOCIO. METHODS & RSCH., 3, 34–35 (2021).
149. Kleinberg et al., supra note 147, at 17.
dimension necessarily involves intentionally increasing inequality in one of the other dimensions. Assessment developers cannot argue that remaining inequalities were unintentional or incidental since the trade-offs force a developer to make a choice between inequalities.

Third, for machine learning algorithmic RATs, can intent also be inferred from decisions made by machines based on their “deep learning” and autonomous decision-making? The Supreme Court has not yet ruled on whether machines that replace human decision-making should be treated like natural persons for Equal Protection intent purposes. Still, there is great interest in the question of legal personhood for artificial entities and autonomous devices. For instance, judges are barred from considering race and ethnicity when making bail or sentencing determinations. However, judges rely on an algorithmic assessment that, as mentioned above, directly or indirectly uses prohibited classifications. Furthermore, the machine is able to learn and apply racial biases and stereotypes (racial animosity), as in the case of the Netflix algorithm. The algorithm selects a defendant’s features to make a choice of who the defendant is, without ever needing to use race or ethnicity as a factor. The machine then would be liable for discriminatory intent just like a court officer who created a bail determination report or PSI. In other words, if one treats a
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151. These arguments about AI’s intermediate level of legal intentionality do not as clearly apply to regression-based RATs because their algorithms are not inherently opaque and independent like the machine learning RATs. However, that makes the regression-based RATs more likely to be found to use race facially (or some other elements discussed above), and machine learning RATs more likely to pass a facial discrimination Equal Protection Clause review, but fail a disparate impact plus intent review.


153. See 28 U.S.C. § 994(d) (“The Commission shall assure that the [sentencing] guidelines and policy statements are entirely neutral as to the race, sex, national origin, creed, and socioeconomic status of offenders.”); U.S. PROB. OFF. FOR THE W. DIST. OF N.C., THE PRESENTENCE INVESTIGATION REPORT: A GUIDE TO THE PRESENTENCE PROCESS 6 (2009) (“[C]ertain demographic data such as age, race and sex are precluded from consideration in the sentencing process both by statute and by the guidelines . . . .”).

machine as a human, would we permit the human to do this? Here, absent judicial precedent, the answer is likely no. Thus, while the Loomis and Malenchik courts held that algorithmic assessments are one of many factors considered by a judge in making sentencing determinations, treating these tools as human-like systems may alter judicial review of the intent issue.

A useful legal model has been developed in Germany that could be applied to the most advanced RATs. In the German model of Teilrechtsfähigkeit, or partial legal capacity, advanced machine-learning algorithms such as unsupervised machine learning RATs would be treated as legal subjects in some limited ways that entail some independent legal capacity under the indirect supervision of humans. In this partial legal capacity model, algorithms “are not legal persons with full legal capacity, they are still legal subjects, yet the range of their subjectivity is limited by their specific functions.” Some U.S. courts have already suggested that more independent AI systems could have something like Teilrechtsfähigkeit in, for example, the context of Sixth Amendment Confrontation Clause challenges.
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155. Jan-Erik Schirmer, Artificial Intelligence and Legal Personality: Introducing "Teilrechtsfähigkeit": A Partial Legal Status Made in Germany, in REGULATING ARTIFICIAL INTELLIGENCE 123 (Thomas Wischmeyer & Timo Rademacher eds., 2020) (“[I]ntelligent agents would be treated as legal subjects as far as this status followed their function as sophisticated servants. This would both deflect the ‘autonomy risk’ and fill most of the ‘responsibility gaps’ without the negative side effects of full legal personhood.”); see also Ryan Calo, Robotics and the Lessons of Cyberlaw, 103 CALIF. L. REV. 513, 549 (proposing “a new category of a legal subject, halfway between person and object”); Wagner, supra note 132, at 608 (2019) (developing a comparable intermediary tort liability status for AI systems using “a functional explanation that is in tune with the general principles and goals of tort law, namely compensation and deterrence,” which is particularly needed when “people injured by a robot may face serious difficulties in identifying the party who is responsible for the misbehavior of the device”).

156. This analysis applies to machine learning RATs since they share important characteristics with human decision-making, such as processing information independently without direct human supervision, unlike regression-based RATs that require direct supervision and would be more comparable to very sophisticated tools.

157. Schirmer, supra note 155, at 135. This model has previously been applied in Germany to preliminary companies, homeowners’ associations, and fetuses.

158. See People v. Wakefield, 175 A.D.3d 158, 169–70 (N.Y. App. Div. 2019) (finding that “an artificial intelligence-type system” involving “distributed cognition between technology and humans” could itself be a declarant in a Sixth Amendment challenge, depending on the level of human supervision and the totality of the
assessment context, machine learning RATs would be legal subjects only in the sense that they are responsible for independently performing functions for human subjects, such as using race to accurately predict risk of recidivism. Legal questions about artificial intelligence will only become more common in the near future, and the model of partial legal capacity could resolve many pressing legal dilemmas, such as conflicts involving driverless cars.

C. Algorithmic Risk Assessments Do Not Pass Judicial Strict Scrutiny

The last step of a suspect class Equal Protection analysis requires a showing that the means chosen to achieve a compelling government interest be narrowly tailored. Many states purportedly employ algorithmic RATs to eliminate or reduce racial disparities in the criminal justice system. Proponents also advocate for their “potential to streamline inefficiencies, reduce costs, and provide rigor and reproducibility for life-critical decisions.” However, the use of algorithmic assessment tools is not narrowly tailored to meet those objectives because they are not the least restrictive means necessary to achieve those government interests—they do not produce considerably better assessments, and they negatively influence judges. Further, the opacity of many RATs makes it impossible for the government to meet its burden of proof that they are narrowly tailored.

Studies have found that algorithmic risk calculations for recidivism are no more accurate or less racially biased than human predictions. For example, a high-profile 2018 Dartmouth University study found that COMPAS risk calculations were “nearly identical circumstances); see also Itiel E. Dror & Jennifer L. Mnookin, The Use of Technology in Human Expert Domains: Challenges and Risks Arising from the Use of Automated Fingerprint Identification Systems in Forensic Science, 9 L., PROBABILITY & RISK 47, 48–49 (2010).

159. See Schirmer, supra note 155, at 136 (emphasizing that algorithmic partial legal capacity does not require complete intentional autonomy, since a “trading algorithm does not trade on its own account, but on the account of the person who deploys it. In other words, we are looking at the typical ‘master-servant situation’, in which the servant acts autonomously, but at the same time only on the master’s behalf”).

160. See generally Neal Katyal, Disruptive Technologies and the Law, 102 GEO. L.J. 1685 (2014) (discussing the potential problems arising from the development of mass surveillance, 3D printing, and driverless cars).


162. P'SHIP ON AI, supra note 108, at 7.
to untrained humans at predicting recidivism. The study also confirmed ProPublica's finding that COMPAS racially disproportionately assigns false positives and negatives to criminal defendants, showing that these tools are no better than judges overall. Further, they found that, although COMPAS uses 137 variables in an opaque algorithm, the same accuracy could be achieved with a simple linear regression with only two variables: age and total number of previous convictions. These two equivalent and more narrowly tailored alternatives suggest that risk assessments like COMPAS are not the least restrictive means necessary to achieve the state's objectives.

Judges are supposed to consider, but not rely on, algorithmic assessments in pretrial adjudications. However, studies find that judges sometimes completely rely or are heavily influenced by these assessments. Also known as automation bias, cognitive biases may cause judges to over-rely on algorithmic assessments because of "the brain's natural tendency to rely on heuristics, or simple rules of thumb, when dealing with complicated mental tasks." The empirical research on how judges use RATs is limited, but a 2019 Harvard University study simulated pretrial judicial discretion with respect to automated risk assessments using an online survey experiment to assess how people make predictions about pretrial risk, both with and without RATs. The results were consistent with automation bias, with researchers finding that participants' behavior heavily mimicked that of the algorithms, "which can be racially biased even when race is not included as an explicit
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factor.” In a related court context, an ongoing study of prosecutorial discretion suggests that prosecutors were strongly influenced by RATs, even though they were unaware of what elements went into the scores. Prosecutors who had been prepared to offer defendants diversion programs were swayed to not do so “because the risk assessment showed too high of a risk,” even though after being pressed the prosecutors could not explain the elements of the score or what determined the risk levels.

Another weakness in the narrowly tailored step of the Equal Protection argument could be that some RATs are too opaque to prove that they are narrowly tailored. As discussed above, machine-learning RATs evolve specific processes on their own in response to real-world data, so their precise algorithms are not programmed or known by any human. Although regression-based RATs are not inherently opaque in the same way, RATs like COMPAS are de facto opaque because their algorithms are protected as trade secrets. Yet according to the Supreme Court, “under strict scrutiny, the government has the burden of proving that racial classifications are narrowly tailored measures that further compelling government interests.” It is the burden of the state to prove that no other alternative that is less intrusive of the right could work to achieve those interests. If the black-box algorithms driving machine learning RATs are by nature too unidentifiable to prove that they are or are not narrowly tailored (or if corporations like the designers of COMPAS refuse to open the black box of the algorithm to prove it), then the government using these risk assessments would necessarily fail to meet their burden of proof.

In sum, the government cannot meet its burden of proof that algorithmic assessment tools are narrowly tailored to meet the
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174. This is less applicable to regression-based algorithms that are more transparent in their processes, but that transparency in turn makes those RATs more vulnerable to discriminatory intent claims. For instance, in a defense of machine learning RATs, Coglianese and Lehr admit that algorithmic “[r]egression analysis is more susceptible to tacit bias because it is driven by theories about how individuals are likely to behave.” Coglianese & Lehr, supra note 90, at 1205 n.232.
government’s purported goal of reducing bias in the criminal justice system. These tools do not perform better than untrained humans or judges, nor do they perform better than simple and utterly transparent regressions of two variables. In addition, they impact judicial discretion by pointing judges to ultimately make racially biased determinations. Furthermore, these algorithmic tools carry significant weight, if not complete weight, in a judge’s determination of pretrial adjudications. Therefore, algorithmic assessments are not the least restrictive means necessary to achieve the state’s purported compelling purpose of, among other things, reducing biases in judges and releasing more defendants pretrial.

IV. Limitations and Other Considerations

One major limitation of an Equal Protection challenge against privately owned RATs is that their algorithms are considered trade secrets, and therefore it would be hard for courts to evaluate the legally relevant processes. As a result of their trade secret status, the algorithms may not be evaluated by the general public or criminal defendants without consent of the company. Companies often do not grant consent because it may result in criticism and revelation of secret information, both of which could cut into corporate profit. However, trade secrecy argument may empower courts to ban privately-owned algorithms altogether, since they lack government and public review, as was mandated by the court in Loomis. In fact, courts could start reviewing these tools in camera or through protective orders.
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Another limitation is that the Supreme Court requires an individualized inquiry for Equal Protection challenges. In *McClesky v. Kemp*, the Court held that “[s]tatistics at most may show only a likelihood that a particular factor entered into some decisions,” and are usually insufficient to show a particularized injury. The Court reasoned that “the application of an inference drawn from the general statistics to a specific decision in a trial and sentencing” were permissible in jury selection claims, but not in reviewing judicial discretion in capital sentencing. Pretrial determinations are closer in the procedural stage to jury selection, but are made by judges like in capital sentencing determinations. Therefore, in the event a defendant is unable to review their individualized assessment due to the algorithm’s proprietary nature and corporate trade secrecy, it is unclear whether a court would accept statistical generalizations to find particularized harm of an individual defendant, particularly in the face of companies who refuse to reveal their algorithms.

**Conclusion**

Algorithmic RATs in pretrial adjudication are not constitutionally sound. Their opacity, biases, judicial influence, and racially disparate treatment of Black and Latino defendants, all of whom are legally innocent, likely do not pass muster under the Equal Protection framework. Nonetheless, many states continue to advocate for their implementation in the criminal justice system, especially with bail reform gaining traction in jurisdictions across the United States.

We reject the idea of modifying or improving these algorithms to make them marginally less discriminatory, since the constitutional problems with risk assessments are fundamental, not fixable at the margins. For example, there is simply no way to use arrest data algorithmically that is not discriminatory, since racial discrimination is always already baked into prior arrest data. Instead, many less racially discriminatory alternatives to pretrial risk assessments have been proposed, such as public health approaches to identifying pretrial needs of people charged with crimes. Indeed, major organizations like the Pretrial Justice of these techniques in the criminal context may conflict with a defendant’s Sixth Amendment right to a public trial.
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Institute have called for abolition of both bail and algorithmic risk assessments.\textsuperscript{182} Similarly, as part of its recent pretrial reforms, New York City experimented successfully with a system of behavioral nudges in the form of phone calls and texts reminding people of court dates, which significantly reduced rates of failing to appear in court.\textsuperscript{183}

Notwithstanding these promising alternatives, the focus of this Article is not to comprehensively assess alternatives to risk assessments, but rather to identify their unconstitutionality. As argued above, the use of risk assessments is legally impermissible because it violates the Equal Protection rights of people of color, who are too often doomed by these algorithms to be swept up into the system. Machine learning risk assessments in particular are not narrowly tailored to minimize discrimination; they are naively racist systems that are inscrutably tailored to maximize predictive accuracy by any means necessary. Yet no one should be subjected to the pains of pretrial incarceration because they are a member of a particular racial or ethnic class. It is time to think beyond algorithmic risk assessments and reimagine equitable alternatives to pretrial justice.
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