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One Path for “Post-Racial” Employment Discrimination Cases—The Implicit Association Test Research As Social Framework Evidence

Tanya Katerí Hernández†

To create new norms, you have to understand people’s existing norms and barriers to change. You have to understand what’s getting in their way.¹

The 50th Anniversary of the Civil Rights Act of 1964 finds the status of civil rights in the United States at a critical juncture. The formal edifice of a civil rights structure precariously stands amidst the erosion of substantive rights for victims of discrimination by a conservative Supreme Court majority increasingly suspicious of any civil rights claims that do not emanate from disgruntled “reverse discrimination” narratives. Today’s legal civil rights struggle is in large measure the effort to retain the foundational premise that racial discrimination is still a pervasive and problematic dynamic that the law should be engaged in addressing. In short, the biggest battle for civil rights attorneys today is operating within a civil rights structure that makes it increasingly difficult for any plaintiff (other than “reverse discrimination” plaintiffs) to lodge a triable case of discrimination. Modern civil rights doctrine now approaches racial discrimination as an exceptional occurrence for which plaintiffs must navigate a treacherous obstacle course of evidentiary burdens.

Within the employment discrimination context, the attempt to salvage anti-discrimination law doctrine has been lodged on several fronts.² Of particular note has been the effort to...

---
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incorporate “social framework” evidence. Social framework evidence refers to general social science research results used to construct a frame of reference or background context for deciding factual issues crucial to the resolution of a specific case. ³ The primary appeal of social framework evidence is that it offers the potential to more accurately situate a specific case of discrimination against a backdrop understanding of how discrimination actually operates, which can better assist a fact finder in identifying the manifestations of discrimination. ⁴ Yet, given the powerful societal conviction in a “post-racial” America narrative of discrimination as an exceptionally rare event caused by aberrant malicious individuals, general social framework evidence alone will be unlikely to assist most plaintiffs in presenting a persuasive case of discrimination. ⁵ This is because general social framework evidence alone does not address the principal barrier to change that exists for many fact finders—the entrenched belief that discrimination is only caused by intentionally “racist” individuals who are much fewer in number now that Jim Crow segregation has long been dismantled. With this constrained view of discrimination as aberrational and consciously motivated as the social norm, any plaintiff accounts that deviate from this larger societal narrative will be met with resistance that general social framework evidence is likely impotent against. What is needed is a legal tool that can directly speak to the larger societal narrative in ways that assist fact finders to better understand contemporary manifestations of discrimination.

This Article proposes that the use of general social framework evidence specifically incorporate detailed information about the burgeoning social psychology literature regarding “implicit bias,” and, in particular, the Implicit Association Test (IAT) designed to detect the extent of an individual's implicit

³ Laurens Walker & John Monahan, Social Frameworks: A New Use of Social Science in Law, 73 Va. L. Rev. 559, 570 (1987) (“We therefore propose a new category, which we term social framework, to refer to the use of general conclusions from social science research in determining factual issues in a specific case.”).


biases. Implicit bias is a type of discrimination that originates in unconscious mental processes that systematically distort the way we see other people. Studies have shown that even the most "well-meaning" person, who explicitly rejects all kinds of discrimination, unwittingly allows unconscious thoughts and feelings, which usually contain some degree of bias, to influence their objective decisions. Indeed, a number of scholars have pointed to the importance of considering implicit bias as a justification for reforming the doctrinal contours and standards of employment discrimination claims. This Article recommends that


8. See Mahzarin R. Banaji et al., How (Un) Ethical Are You?, HARV. BUS. REV., Dec. 2003, at 58 ("Because implicit prejudice arises from the ordinary and unconscious tendency to make associations, it is distinct from conscious forms of prejudice, such as overt racism or sexism.").

in the absence of such doctrinal reform, the presentation of social framework evidence needs to explicitly include the details of implicit bias research and the IAT, in an effort to provide an effective plaintiff account of discrimination that responds to the confusion created for fact finders by today's social norms.

Thus far, employment discrimination lawyers have been largely reticent introducing detailed implicit bias research out of concern that judges would view it as too amorphous and attenuated to fit the current employment discrimination jurisprudence. Indeed, leading civil rights organizations have been urging plaintiffs' lawyers "to present this evidence in court to establish that implicit bias is the catalyst of discriminatory injustices in this day and age." The main focus of this Article is to address the reticence of plaintiffs' lawyers that has hindered the consideration of implicit bias research in employment discrimination cases thus far.

While the law review literature has already amply noted that social framework evidence encompasses a broad array of social science research evidence which can include, but is not limited to, implicit bias research, this Article distinctively proposes: 1) that social framework evidence be more broadly introduced into employment discrimination cases beyond the current practice of bringing forth expert witness testimony to explain the social psychology of stereotyping when stereotyped perspectives are concretely manifested in the workplace, and 2) that specific details about the insights drawn from the implicit association testing research be included. In short, this Article proposes a litigation strategy that can more effectively elucidate the operation of discrimination in the absence of overt articulations of stereotyping, by introducing detailed implicit bias research as a backdrop for assessing when disparities in treatment, status, access, or opportunity are the result of discrimination despite the absence of overt stereotyping. To the extent that employment


discrimination lawyers have been reticent introducing detailed implicit bias research and judges have been equally cautious about admitting such evidence, this Article provides guidance as to how to incorporate this evidence into the existing employment discrimination jurisprudence.

Section I will introduce the contours of social framework evidence and explain why the present "post-racial" narrative about discrimination requires that detailed information about the social psychology of implicit bias be inserted into a social framework proffer. Section II will then concretely explain how detailed implicit bias testing data can inform social framework evidence. Section III will explore the receptivity of current case law to implicit bias social framework evidence, and Section IV will conclude with a specific case example of how detailed implicit bias social framework evidence can be applied to aid fact finders in more accurately assessing allegations of employment discrimination.

I. Why the Post-Racial Context Needs Detailed Implicit Bias Testing Research Data

When the Civil Rights Act of 1964 was enacted, there was no particular need for litigants to import social framework evidence, let alone detailed implicit bias data. Newspapers and the televised evening news were replete with concrete images of the reality of the violence of racial segregation and the relevance of race in how society was structured. Indeed, McDonnell Douglas Corp. v. Green "encapsulated the century of struggle that led up to the successor of another assassinated President signing antidiscrimination legislation into law." The social context of the time provided every discrimination case with an immediate social framework for processing claims, and an understanding that circumstantial evidence of discrimination was sufficient in the absence of a defendant’s legal justification for differential treatment, status, access, or opportunity. No overt statements of

12. See ANIKO BODROGHKOZY, EQUAL TIME (2012) (exploring the crucial role of network television in reconfiguring attitudes about race relations during the civil rights movement and unmistakably influencing the ongoing movement for African American empowerment, desegregation, and equality); GENE ROBERTS & HANK KILBANOFF, THE RACE BEAT (2006) (detailing how news stories, editorials, and photographs in the American press profoundly changed the nation’s thinking about civil rights in the South during the 1950s and 60s).

discriminatory intent were required because the social reality filled in the explanatory gap between the lack of an employer justification and the conclusion that differential treatment, status, access, or opportunity was indicative of discrimination. The social context of the reality of racism was the metaphorical glue that connected differential status and the absence of a nondiscriminatory employer justification into a structure identified as "discrimination."

But with the dismantlement of visible Jim Crow segregation and the cessation in television film coverage of massive physical brutality against scores of African Americans, the reality of racism became more attenuated for those not directly affected by it. The formal access to education and the labor market for certain segments of communities of color also created an impression that the legacy of racism was behind us. Over time, many judges and juries came to discrimination claims without the metaphorical glue of a conviction in the reality of racism. At the same time, the conservative majority of the Supreme Court employed what Ian Haney-López terms "intentional blindness" to purposely undercut the jurisprudential ability to locate triable claims of discrimination.¹⁴

Thus, at present even the most well-intentioned of fact finders can find themselves struggling to ferret out space in the antidiscrimination doctrine to make sense of the discrimination claims that are presented. It is not so much that the nature of discrimination has completely changed, but that the social norms for identifying discrimination have changed. Today the "post-racial" social norm is that racism is an aberration instigated by consciously malicious individuals.¹⁵ With that as the norm for identifying discrimination, fact finders feel constrained from connecting racial disparity and an employer's flimsy or absent justification for the disparity with a finding of discrimination.¹⁶

¹⁴ Ian Haney-López, "Intentional Blindness," 87 N.Y.U. L. Rev. 1779, 1861 (2012) ("Intentional blindness, not intentional ignorance, more aptly characterizes the racial jurisprudence of the Supreme Court's conservatives. They seem to understand that racism is a pervasive problem, yet oppose the courts and the Constitution to contribute to the solution.").

¹⁵ Cho, supra note 5, at 1597–98 (defining post-racialism as a rhetoric that contends that racism has already been largely transcended).

¹⁶ E.g., Michael Selmi, Theorizing Systemic Disparate Treatment Law: After Wal-Mart v. Dukes, 32 BERKELEY J. EMP. & LAB. L. 477, 480–81, 492 (2011) (predicting that after Dukes, courts will require a "narrative of discrimination" to justify a claim of systemic discrimination because of the modern absence of a presumption that statistical disparity is automatically explained as discrimination).
What is needed is a new form of metaphorical glue. Social framework evidence that presents the details of the social psychology data about implicit bias testing might be able to serve that role.

Many courts already readily admit general social framework evidence. Legal scholars Laurens Walker and John Monahan describe social framework evidence as the admission of empirical information to construct a frame of reference for deciding factual issues.\textsuperscript{17} While this is a form of judicial notice that is of neither legislative facts nor adjudicative facts as contemplated in Federal Rules of Evidence Rule 201,\textsuperscript{18} a growing number of courts have held that the use of social frameworks to correct beliefs that are erroneous does indeed ‘assist the trier of fact.’\textsuperscript{19} This is because the Federal Rules of Evidence do not bar the use of social science in this manner,\textsuperscript{20} thereby allowing a court to admit empirical information “to keep it responsive to its changing environment.”\textsuperscript{21}

Judges customarily admit empirical information through the use of expert witnesses for the purpose of assisting a trier of fact to understand the evidence.\textsuperscript{22} In fact, within the employment discrimination context experts are commonly used in a number of ways.\textsuperscript{23} Experts providing testimony on the deployment of racial stereotypes in the workplace bear the burden of disabusing fact finders of what they believe is “common sense.”\textsuperscript{24} In addition, social framework evidence has also been deployed in discrimination claims to elucidate the role of unchecked

\begin{itemize}
\item \textsuperscript{17} Walker & Monahan, supra note 3, at 570 (defining social framework as the use of general conclusions from social science research in determining factual issues in a specific case).
\item \textsuperscript{18} FED. R. EVID. 201 (judicial notice of adjudicative facts).
\item \textsuperscript{19} Walker & Monahan, supra note 3, at 580.
\item \textsuperscript{20} Id. at 582.
\item \textsuperscript{21} E.F. Roberts, Preliminary Notes Toward a Study of Judicial Notice, 52 CORNELL L. REV. 210, 210 (1967) (describing the role of judicial notice in the successful operation of the common law).
\item \textsuperscript{22} See Walker & Monahan, supra note 3, at 583 (referring to the admission of social science evidence by expert testimony).
\item \textsuperscript{24} See KENT SPRIGGS, REPRESENTING PLAINTIFFS IN TITLE VII ACTIONS 14–28, § 17.03[3][g] (2d ed. Supp. 2005); see also Tanya Kateri Hernández, Employment Discrimination in the Ethnically Diverse Workplace, 49 JUDGES’ J. 33, 35 (2010), available at http://ir.lawnet.fordham.edu/cgi/viewcontent.cgi?article=1013&context=faculty_scholarship.
\end{itemize}
subjectivity in biased decision-making as discussed in *Wal-Mart Stores, Inc. v. Dukes*.

While this is a case narrative that can describe how unconscious biases are allowed to fester with unchecked managerial subjectivity, thus far litigants have not directly integrated the details about the social psychology data on implicit association testing bias. In fact, neither the plaintiff's briefs nor the amicus curiae briefs submitted in *Dukes* included detailed implicit bias research in their presentations. While the plaintiff's expert witness reports and testimony made a number of general references to it being "widely accepted that stereotypes are social categories that are available to us and are invoked in cognition, whether we're aware of it or not," the record did not include any specifics about implicit association testing research. This absence was probably a result of the plaintiff's understanding, as articulated in its brief before the Supreme Court, that precedent


28. See id. Furthermore, any plaintiff-lawyer interest in introducing the details of implicit bias research would have necessitated a social psychologist expert witness in addition to the expertise of an esteemed sociologist like William Bielby.

had long established the relevance of gender stereotyping research in discrimination cases such as *Price Waterhouse v. Hopkins.*\(^{30}\) Furthermore, *Price Waterhouse*’s validation of the relevance of stereotyping for discrimination claims provided little guidance as to how to analyze stereotypes as evidence and no information about the science of implicit bias.\(^{31}\)

Unfortunately, after the Supreme Court’s 2011 decision in *Wal-Mart Stores, Inc. v. Dukes,*\(^{32}\) regarding the evidentiary guidelines for having a class action certified, the terrain for using social framework evidence may have been narrowed.\(^{33}\) Despite the fact that the case was directly about class action procedures, and only indirectly about substantive antidiscrimination law, Justice Scalia’s majority opinion expressed great skepticism about judicially considering more than general social science research summaries, such as when experts seek to apply the general social science research to specific case facts and thereby opine on the

---

30. See 490 U.S. 228 (1989).

31. See *id.* at 256 (“It takes no special training to discern sex stereotyping . . . .”); see also Kerri Lynn Stone, *Clarifying Stereotyping,* 59 U. KAN. L. REV. 591, 599 (2011) (describing how the Supreme Court’s poor guidance has lead to a legacy of inconsistency in lower courts’ determinations as to when an allegation of discrimination supported by a claim of stereotyping should reach a trier of fact).

32. 131 S. Ct. 2541 (2011). In *Dukes,* past and present female employees of Wal-Mart sought to uphold their certification as a class action under Federal Rules of Civil Procedure 23(a) and (b)(2). *Id.* at 2547. They alleged, in particular, that their local managers’ discretion over pay and promotions was exercised disproportionately in favor of men, leading to an unlawful disparate impact on female employees. *Id.* at 2548 (citing 42 U.S.C. § 2000e-2(k)). The crux of the claim for class action status was that the discrimination the women faced, in light of this subjective decision-making policy, was common to all Wal-Mart’s female employees. *Id.* The Court majority concluded that there was not significant proof that Wal-Mart operated under a general policy of discrimination common to all the proposed class members. *Id.* at 2557–58. The proffered evidence of commonality was deemed insufficient because a corporate policy of allowing discretion by local supervisors over employment matters is not ipso facto discrimination in an employer of Wal-Mart’s large size, where “it is quite unbelievable that all managers would exercise their discretion in a common way without some common direction.” *Id.* at 2554–55. In addition, the Court unanimously concluded that the claims for backpay were improper under the Federal Rules of Civil Procedure 23(b)(2), on the basis that “the monetary relief is not incidental to the injunctive or declaratory relief.” *Id.* at 2557. The Court was unwilling to “authorize class certification when each individual class member would be entitled to a different injunction or declaratory judgment against the defendant” or “when each class member would be entitled to an individualized award of monetary damages.” *Id.*

likelihood of discrimination. Deborah Weiss describes this as the contrast between the Court's acceptance of a "pure social framework" and its seeming rejection of an "applied social framework" exemplified by Justice Scalia's statement:

[Plaintiff's expert Dr. Bielby] could not, however, "determine with any specificity how regularly stereotypes play a meaningful role in employment decisions at Wal-Mart. At his deposition ... Dr. Bielby conceded that he could not calculate whether 0.5% or 95% of the employment decisions at Wal-Mart might be determined by stereotyped thinking." ... [This] is the essential question on which respondents' theory of commonality depends. If Bielby admittedly has no answer to that question, we can safely disregard what he has to say.36

Justice Scalia's rejection of the relevance of Dr. Bielby's testimony suggests that litigants may now be limited to general social framework evidence where, for instance, an expert explains the general social science research on the operation of stereotyping and bias in discretionary decision-making. For several decades, courts have accepted such general social framework evidence in employment litigation as it provides a general context for the fact finder to interpret the legal meaning of presented facts.36 What Dukes now calls into question is the further ability of experts to directly link general social science findings to an employer's specific workplace policies.

Some scholars suggest that such links between social science findings and an employer's workplace policies should only be made when an expert has conducted his or her own empirical research in that particular workplace,37 while others suggest that Dukes's restriction on social science evidence might be limited to the context of class action certifications, where specificity is now needed to allege commonality of class claims.38 Indeed, Justice

34. See Dukes, 131 S. Ct. at 2555.
37. E.g., John Monahan et al., supra note 4, at 1736–42 (claiming that experts who link findings from empirical academic studies to behaviors in a particular case do not apply the same level of "intellectual rigor" that was used to produce the study from which they extrapolate).
38. E.g., Megan Whitehill, Better Safe than Subjective: The Problematic Intersection of Pre-Hire Social Networking Checks and Title VII Employment Discrimination, 85 Temp. L. Rev. 229, 263 (2012) (speculating that after Dukes a single plaintiff could introduce expert testimony on such social science evidence, in
Scalia's discussion of social framework evidence says nothing about how it can be relevant in discrimination cases. His skepticism that social framework evidence does not prove discrimination overlooks the true purpose of social framework evidence, which merely seeks to provide context within which a fact finder can examine the evidence to then decide whether there was discrimination. In short, *Dukes* says nothing relevant about how social framework evidence is properly used to present a case of discrimination. Furthermore, subsequent to the *Dukes* decision, other litigants have had success in having a class certified based on social framework evidence. Nevertheless, while the full ramifications of the *Dukes* decision will take time to develop, there is a deep concern that the decision is likely to result in greater judicial scrutiny of social science evidence. Unfortunately, the possible post-*Dukes* chill on using applied social framework evidence means that fact finders may be left at a loss for understanding the relevance of the general social framework to the specific case before them.

Yet standing alone, general social framework evidence about the vulnerability of subjective decision-making to the operation of stereotyping can still leave fact finders grasping for what meaning it should have in a particular case. For instance, in *Dukes*, Justice Scalia was perturbed that the social framework evidence submitted regarding how a strong corporate culture of unfettered subjective managerial decision-making made it vulnerable to gender bias could not, in turn, "determine with any specificity how regularly stereotypes play a meaningful role in employment decisions at Wal-Mart." While Justice Scalia's exhortation for exacting precision in asserting how often stereotyping occurs in a workplace may never be possible in workplaces where employers

that the testifying expert witness would not need to indicate with statistical specificity how regularly such discriminatory motivation occurs, because there is no need to prove commonality and that the testimony's inability to offer statistical specificity would go to its persuasiveness).  


42. *Dukes*, 131 S. Ct. at 2553.
do not repeatedly verbalize their stereotyped perspectives, the research on implicit association testing does quantify how pervasive implicit racial bias can be across a society.\textsuperscript{43} Informing fact finders about the details of implicit association testing and what it reveals about how much implicit racial bias is infused in our social order may enhance the ability of fact finders to more readily identify how the facts before them could involve race-based differentiation in the midst of seeming race neutrality in ways that evidence regarding subjective decision-making alone is no longer always able to do.

II. Filling in the Contemporary Explanatory Gap: Detailed Implicit Bias Research and Testing As Social Framework Evidence

Research in the field of social psychology reveals that individuals rely on implicit attitudes to process information and have biases that they do not know they have.\textsuperscript{44} Implicit attitudes are positive or negative evaluations of some concept (person, place, thing, or idea) that occur outside of a person's awareness and control.\textsuperscript{45} These implicit attitudes, as psychologists call them, are picked up over a lifetime, absorbed from our culture, and work automatically to color our perceptions and influence our choices.\textsuperscript{46} When those implicit attitudes attribute particular qualities to members of a specific social category, they are then implicit stereotypes.\textsuperscript{47} Most people do not see their own implicit bias, which can appear spontaneously as intuition, a gut feeling, or a

\begin{footnotesize}
\textsuperscript{43} Compare id. at 2554 (saying there is no "significant proof" that an employer "operated under a general policy of discrimination" without specificity of how often stereotyped thinking determines employment decisions), \textit{with} Stephen M. Rich, \textit{Against Prejudice}, 80 GEO. WASH. L. REV. 1, 24 (2011) (pointing out that experiments like the IAT provide a "concrete measure by which to assess the influence of implicit biases on behavior").

\textsuperscript{44} See Russell H. Fazio et al., \textit{Attitude Accessibility, Attitude-Behavior Consistency, and the Strength of the Object-Evaluation Association}, 18 J. EXPERIMENTAL SOC. PSYCHOL., 339, 341 (1982) (an attitude "is an association between a given object and a given evaluative category"); Robert B. Zajonc, \textit{Feeling and Thinking: Preferences Need No Inferences}, 35 AM. PSYCHOL. 151 (1980) (noting that humans can control the way emotions are expressed, but not the fact that they exist).


\textsuperscript{46} See Krieger, \textit{supra} note 9, at 1199–1200 (describing the relationship between implicit bias and schemas).

\textsuperscript{47} Greenwald \& Banaji, \textit{supra} note 45, at 14.
\end{footnotesize}
vague doubt about a person. This is why discriminatory actions rooted in racial implicit bias are also referred to as “unconscious racism” by some legal scholars.

In 1998, the scientific literature introduced an IAT designed to detect the extent of an individual’s implicit biases. Thereafter, a massive study called Project Implicit has used a simple online version of the IAT to measure the pervasiveness of implicit social bias. “The project, housed jointly at the University of Virginia, Harvard University[,] and the University of Washington, collects 20,000 responses a week—and hundreds of researchers are using its data to predict how people will behave based on their unconscious prejudices.” The project is funded in part by the National Institute of Mental Health and the National Science Foundation.

Project Implicit’s online IAT studies how quickly individuals “associate a group of people, shown in photographs, with either positive or negative words.” The IAT is rooted in the very simple hypothesis that people will find it easier to associate pleasant words with faces and names of socially favored groups than with socially disfavored group faces and names. Ease of association, measured by judgment speed, is taken as evidence for an implicitly-held attitude toward that social group. There are IAT tests that measure implicit bias regarding gender, sexuality, religion, Arab-Muslims, disability, age, weight, skin-tone, and race. Once the test is completed, test-takers receive ratings like

---

48. Id. at 8 (“implicit attitudes are introspectively unidentified (or inaccurately identified) traces of past experiences that mediate favorable or unfavorable feeling, thought, or action toward social objects.”).
50. Greenwald et al., supra note 6.
53. Id.
55. PROJECT IMPLICIT, https://implicit.harvard.edu/implicit/iatdetails.htm (last visited Feb. 14, 2014) (“We would say that one has an implicit preference for thin people relative to fat people if they are faster to categorize words when Thin People and Good share a response key and Fat People and Bad share a response key, relative to the reverse.”).
56. Id.
57. Sarah E. Redfield, Professor Emerita of Univ. of NH, Beyond Bias: Deconstructing Stereotypes, Address at the ABA Section of Litigation Annual Conference 17, Apr. 24–26, 2013, available at
neutral," "slight," "moderate," or "strong" preference for a particular group as a measure of their implicit bias on the subject tested. In short, the IAT measures the strength of associations between concepts like particular racial groups and positive or negative evaluations or stereotypes about that concept.

The findings from Project Implicit's six million participants over a decade of testing show that a majority of sampled Americans have some form of implicit bias. The associations are not randomly oriented but instead are biased in directions that favor groups higher in the social hierarchy. For instance, with respect to race, the IAT testing reveals that some 75% of Whites, Hispanics, and Asians show an unintentional bias for Whites over Blacks. In addition, one third of Blacks also show a preference for Whites over Blacks.

Yet people are unaware of their implicit biases. Ordinary people, including the researchers who direct the IAT project, are found to harbor implicit biases even while honestly "reporting that they regard themselves as lacking these biases." Nevertheless, implicit biases predict behavior. Those who are higher in implicit bias have been shown to display greater discrimination.

A number of examples bear this out beyond the context of reaction time studies of implicit bias with the IAT test. Studies of the labor market context manifest implicit biases. The studies show that many Whites who earnestly believe in equal rights will still recommend hiring a White job candidate more often than a person with identical credentials who is Black, even where race is not explicit on a resume but merely suggested by an ethnic-sounding surname. Indeed, White applicants with felony convictions are often preferred over Black candidates without

58. The test is available at www.projectimplicit.net.
59. See, e.g., Kronholz, supra note 52.
60. See BANAJI & GREENWALD, supra note 54, at 47 & 221 n.6.
61. See id.
62. See Redfield, supra note 57, at 18.
prison records. In experiments, otherwise identical job applicant folders presenting the person as either White or Black yield different results. The White employer "thinks that he or she is selecting on the basis of nonracial factors like experience," but in fact is not.

The pervasiveness of such implicit bias was most recently manifested in the bankruptcy context. A study of racial disparity in using a more costly and punitive form of consumer bankruptcy in Chapter 13 rather than Chapter 7 found that bankruptcy lawyers are more likely to steer Black debtors into Chapter 13 than White filers, even when they had identical financial profiles. In the study, a survey was sent to lawyers asking them questions based on fictitious couples who were seeking bankruptcy protection. When the couple was named "Reggie and Latisha" and attended an African Methodist Episcopal Church—as opposed to a White couple, "Todd and Allison," who were members of a United Methodist Church—the lawyers were more likely to recommend a more costly Chapter 13 bankruptcy, even though the two couples' financial circumstances were identical.

Nor are implicit racial biases solely embedded in attitudes about Blacks. Unconscious stereotypes also arise with respect to other non-White racial groups. In a study of mock juror evaluations of litigators taking depositions, jury-eligible adults took the IAT test and later were shown photographs of a White lawyer and an Asian lawyer and then listened to two separate audio tapes of each of those lawyers taking a deposition with the exact same audio—thus with identical lawyering styles. Despite the identical audio, the mock jurors with IAT biases favoring Whites submitted evaluations that preferred the White lawyer as more competent and worth recommending to family and friends, seemingly based on their implicit stereotypes about Asian lawyers.

67. Kristof, supra note 64.
68. Id.
70. Id.
71. Id.
73. Id. at 901.
Similarly, in IAT studies regarding Latinos, participants were shown to hold the implicit stereotype that Latinos are less intelligent than Anglo Whites.\(^7\) Furthermore, the greater a participant’s implicit bias against Latino immigrants, the larger the person’s opposition to legal and illegal immigration.\(^7\) In studies of judges specifically, similar patterns of pervasive implicit bias were also shown,\(^7\) including judges from various jurisdictions, both elected and appointed.\(^7\) These findings show that virtually none of us, despite our best efforts, are free from implicit bias.

Repeated validity tests demonstrate the IAT’s psychometric worthiness.\(^7\) The validity testing has also shown that the implicit association test results are more predictive of social behavior than self-reports of explicit bias.\(^9\) As a result, testimony about the science of implicit bias is readily admissible as “reliable evidence” under the Supreme Court’s Daubert v. Merrell Dow Pharmaceuticals test for the admission of scientific evidence, because it is grounded in the scientific method with appropriate testing validation that are related to the legal inquiry into discrimination.\(^8\) Since the introduction of the IAT in 1998, “hundreds of peer-reviewed scientific publications have produced largely consistent results,” indicating that implicit biases are both pervasive and of a strong statistical magnitude.\(^8\)

Given the scientific data about the pervasiveness of implicit bias, a number of commentators recommend using expert

---

76. E.g., Jeffrey J. Rachlinski & Sheri Lynn Johnson, *Does Unconscious Racial Bias Affect Trial Judges*, 84 *NOTRE DAME L. REV.* 1195, 1205–06 (discussing the results of a study conducted on seventy judges from a large urban jurisdiction in the eastern U.S., forty-five judges from a large urban jurisdiction in the western U.S., and a group of eighteen judges who attended an optional session at a regional judicial education conference).
77. Id. (noting that the judges were all appointed to the bench initially but that some then stood for reelection).
79. See Greenwald & Krieger, supra note 9, at 954.
80. See, e.g., Faigman et al., supra note 9, at 1430–31 (noting that collectively the empirical studies on implicit bias appear to satisfy the Daubert reliability requirement).
witnesses in discrimination cases to educate the judge and jury about the nature and pervasiveness of unconscious discrimination. Yet this has been discussed primarily with the objective of finding methods for litigating an "unconscious discrimination" cause of action. In contrast, this Article instead focuses on the benefit of incorporating detailed implicit bias research into all Title VII claims as a framework for more coherently presenting a narrative of employment discrimination. In particular, inserting detailed implicit bias research into social framework evidence is an effective way to respond to fact finder confusion as to why Justice Scalia's presumption in *Dukes*, that "left to their own devices most managers in any corporation—and surely most managers in a corporation that forbids sex discrimination—would select sex-neutral, performance-based criteria for hiring and promotion that produce no actionable disparity at all," is not accurate.

To be clear, such information would be presented for the sole purpose of a creating a social framework to construct a frame of reference for deciding the factual issues, and not as a vehicle for imparting a general group bias to an individual defendant on the legal question of discriminatory intent. Nor is this Article

---


83. See, e.g., id. But see, e.g., Katharine T. Bartlett, *Making Good on Good Intentions: The Critical Role of Motivation in Reducing Implicit Workplace Discrimination*, 95 Va. L. Rev. 1893 (2009) (arguing that it may be misplaced to seek a cause of action for implicit bias discrimination because implicit bias is not readily reachable through legal coercion).

84. The possibility for using implicit bias as social framework evidence was initially raised by Jerry Kang's & Kristin Lane's joint observation that "[i]f general psychological discoveries about gender discrimination can be admitted as social framework evidence in *Price Waterhouse*, general findings about implicit bias and its undermining of colorblindness should be similarly admissible. The same evidentiary standards that admitted the former testimony should admit the latter." Kang & Lane, supra note 81, at 494–95 (2010); see also Jerry Kang, et al., *Implicit Bias in the Courtroom*, 59 UCLA L. REV. 1124, 1153–54 n.118 (2012) (suggesting that lawyers use an expert witness to provide social framework evidence that identifies particular attributes that exacerbate biased decisionmaking in the workplace, and then immediately call another witness who is familiar with the defendant's work environment to ask that witness whether each of those particular bias-exacerbating attributes exists).


86. See FED. R. EVID. 702 (authorizing the use of expert witnesses with specialized knowledge to "help the trier of fact to understand the evidence"); see also JOHN WILLIAM STRONG, MCCORMICK ON EVIDENCE § 12 at 50 (1992) (stating that the Federal Rules of Evidence do not "permit opinion on law except questions of foreign law"); CHRISTOPHER B. MUELLER & LAIRD C. KIRKPATRICK, 3 FEDERAL EVIDENCE § 7:12 (4th ed.) (describing how in practice when "parties offer expert
proposing that defendants be specifically “tested” for implicit bias regarding their propensity to discriminate. In fact, the static focus on an employer’s individual IAT results at a specific moment in time does not address this Article’s broader concern for using the science of implicit bias to construct a more expansive framing for the ubiquity of racial stereotypes, and how they can be infused in even the most race-neutral-seeming workplaces. In other words, more important than any individual employer’s IAT results is a societal narrative of discrimination that can assist fact finders to identify the contexts that give rise to discrimination. While the Supreme Court has yet to directly address the issue of implicit bias in employment discrimination, some courts in the United States have already begun to rely upon the social science of implicit bias for assessing the facts in a case in both disparate treatment and disparate impact cases in ways that can be viewed as the foundation for beginning to address the reticence of judges and employment discrimination lawyers to introducing detailed implicit bias research.

III. The Current Case Law Receptivity to Implicit Bias Social Framework Evidence

As early as 1999 (just four years after the publication of Linda Hamilton Krieger’s seminal article “The Content of Our Categories: A Cognitive Bias Approach to Discrimination and Equal Employment Opportunity”), the First and Eleventh Circuits recognized the legal relevance of implicit bias in employment discrimination cases.
A. Early Judicial Recognition of the Implicit Bias Concept

In Thomas v. Eastman Kodak Co., the First Circuit factored in concerns with unconscious bias in its analysis of the discrimination allegations.90 In the case, Myrtle Thomas, the plaintiff, was the only Black Customer Service Representative (CSR) in Eastman Kodak's Wellesley, Massachusetts office, and in 1993 she was terminated.91 Thomas alleged that Kodak's layoff decision was discriminatory because it resulted from a ranking process that relied on racially biased performance appraisals prepared in 1990, 1991, and 1992.92 Before Thomas was laid off, she received very positive performance reviews from her employer.93 In 1989, when a Customer Service Management position opened up, she applied for the position but was told that she was unqualified.94 Instead, the position went to Claire Flannery, a former CSR who had been working as a division secretary.95 The appointment of Flannery "marked a significant downturn in Thomas's fortunes at Kodak."96 According to Thomas, Flannery treated her differently from other CSRs (e.g., never accompanied her to customer meetings), gave her bad performance reviews, and consistently discouraged her from applying for other leadership positions within the company.97

In January 1993, Kodak decided to reduce the number of employees in its Office Imaging Division. It selected employees for layoff using a 'Performance Appraisal Ranking Process' ('PAR process'), which produced a numerical score for each employee by adding together the employee's overall performance appraisal score for each of the three preceding years, after weighting the most recent score by a factor of 25 and the second most recent score by a factor of 5.98 Since Thomas began receiving negative performance reviews from Flannery, she had a low PAR score and was laid off.99 Four months later, Thomas sued Kodak, claiming that its 1993 decision to terminate her "was discriminatory because it was based on
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discriminatory performance appraisals conducted by Flannery from 1990 through 1992.100

The court discussed unconscious bias and stated that Title VII case law recognizes the "validity of claims based on employers' biased or stereotypical thinking."101 The court found that Thomas had sufficiently demonstrated that Flannery did treat Thomas differently from other employees and that it was likely due to Flannery's racial bias against Thomas even if it was a "less conscious bias."102 For instance, Thomas presented evidence that even Flannery's assessments of the objective quantity of machines and installations that Thomas was responsible for were seemingly tainted by her race-based views of Thomas.103 Flannery accorded Thomas a "below average score" of 3 "for managing 730 machines and 110 installations," while a co-worker received the much higher score of 5 for managing far "fewer machines (504) and fewer installations (81)."104 In the absence of any evidence that Flannery was mentally imbalanced or otherwise ill-equipped to judge the difference between large and small quantities of work product, there is no race-neutral logical explanation for her disparity in employee evaluations across race. It is only with the court's intuitive use of an implicit-bias-informed social framework that any coherent rationale can be distilled from the divergence between objectively measured above-average work product and a below-average evaluation.

The implicit bias research the court references is what connects the unexplained irrationality of disparity in evaluations with the recognition of racial discrimination.105 Specifically, when even the objective quantification of work product is subject to widely divergent assessments depending on the race of the employee, the implicit-bias-informed social framework helps explain the unexplainable. Similarly, Flannery's refusal to provide Thomas with computer training, appropriate developmental opportunities, and the ability to be evaluated based upon observed interactions with customers, as Flannery did with other employees, only begins to make sense when analyzed within the implicit bias-informed social framework, given the absence of
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any proffered business justification. This is why the court concluded:

It also appears, from the picture that Thomas paints (and which Kodak does not dispute) that Flannery was at times inappropriately upset or angry with Thomas, to the point of behaving unprofessionally. This, in turn, suggests that she did not respond neutrally to Thomas. A jury might reasonably infer from Thomas's description of these incidents that Thomas's race was an issue for Flannery and that Flannery's evaluations of Thomas were affected by some form of conscious animus or less conscious bias.

Given this, it is reasonable to infer that race played a determinative role in the evaluation process—especially since there is also other evidence that Flannery treated Thomas poorly. Indeed, the very fact that Thomas was the only Black CSR at the Wellesley office may have increased the likelihood that she would be evaluated more harshly.

Similarly, the Eleventh Circuit, in In re Employment Discrimination Litigation v. Alabama, validated the doctrinal value in considering unconscious bias. In the case, a group of African American plaintiffs brought claims against the State of Alabama for race discrimination in employment. In the court's discussion of disparate impact, the court stated that "the disparate impact analysis was designed as a 'prophylactic' measure . . . to get at 'discrimination [that] could actually exist under the guise of compliance with [Title VII]'". The court reasoned that the disparate impact analysis was created to help weed out discrimination that is hidden, including unconscious bias, by allowing a plaintiff to bring discrimination lawsuits against an employer by demonstrating that its business practices produced a disparate impact on minority groups without needing to prove the subjective intent of the employer, because "even if one assumed that [discrimination through subjective employment criteria] can be adequately policed through disparate treatment analysis, the problem of subconscious stereotypes and prejudices would remain."

Furthermore, at least one court has allowed testimony about implicit bias even in the absence of an expert witness. In
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Prue v. University of Washington, Mr. Prue, an African American, "brought claims against the University of Washington for discriminating against...him on the basis of race and age by refusing" to consider him "for an Administrative Coordinator position and then referring him only to manual labor positions." Mr. Prue had a Master's Degree in Education Administration and Supervision and had spent twenty-five years providing "support to doctors, professors, students and staff in university and hospital settings."

In September 2005, when the employer interviewed him for a temporary position in the School's Department of Medical Education, the interview was brief. The employer claimed that this was because Mr. Prue did not seem interested in the position. The next day a White man was hired for the position. Mr. Prue reported his dissatisfaction with the five-minute interview and the interviewer's statement that the position "was not for you" to the Vice President of Human Resources. During the employment discrimination litigation, Mr. Prue sought to explain how the cursory treatment he received was informed by implicit racial bias.

The employer moved to exclude testimony and questions regarding 'implicit bias' and 'stereotyping' that plaintiff's counsel asked defendants' witnesses about during their depositions. The employer objected on the basis that there would be no expert testimony to explain what "implicit bias" meant. However, the court concluded that "the term 'bias' and the issue of stereotyping are within the understanding of a typical juror," and that "[i]f the witnesses questioned about the topics do not understand the
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terms, they [could] so state. . . . Accordingly, using the terms [would] not unduly confuse the jury.  

Most recently, the 2010 case of *Kimble v. Wisconsin Department of Workforce Development* provided the most comprehensive detail about the role of implicit bias in the employer's act of discrimination. *Kimble* was a case in which an African American male employee alleged that he had been denied pay raises because of his supervisor's racist decision-making. The judge evaluating the case concluded that the supervisor's highly subjective evaluation process for employees was questionable because of the many contradictions that other witness testimony revealed. The judge stated in the opinion that "when the evaluation of employees is highly subjective, there is a risk that supervisors will make judgments based on stereotypes of which they may or may not be entirely aware." The judge then specifically referred to the literature regarding implicit bias, the supervisor's absence of written criteria for conducting consistent and fair employee evaluations, the failure to consult the employees' immediate supervisors for performance reviews, and the failure to have the compensation award decisions subject to meaningful review, as evidence of the subjective evaluation process prone to implicit bias. Particularly noteworthy is how the judge detected that the supervisor regarded the plaintiff through his implicit biases "as if he were veiled with images of incompetency," inasmuch as the supervisor was often quick to blame the plaintiff for workplace failings before discovering all the facts, while at the same time overlooking the faults of other employees who were not Black males.

Judges can become so engaged with the social science of implicit bias that they will even provide litigants a blueprint for submitting such information. In *Thomas v. Troy City Board of Education*, an Alabama District Court Judge found that, despite the fact that the employer had articulated a legitimate
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nondiscriminatory reason for preferring a White candidate who had the desired experience and enhanced educational level that the African American plaintiff Mr. Thomas lacked, "[this did] not necessarily mean that no discrimination occurred in the selection process." The court went on to explain how, despite the fact that the defendant employer had successfully disputed the allegation of discrimination with its proffer that it chose the candidate it perceived to be the most qualified for the job, it was still possible that "Thomas was subjected to discrimination [because] ... [s]uch subjective decision-making processes are particularly susceptible to being influenced not by overt bigotry and hatred, but rather by unexamined assumptions about others that the decisionmaker may not even be aware of. . . ." After noting that the court had not been provided with any evidence that the employer's decisions had been shaped by unconscious racial stereotypes as detailed in the legal scholarship that the judge liberally quoted from Charles Lawrence III, the judge admonished the employer to take into account the operation of unconscious bias when making all future hiring decisions. Thus, despite the fact that the plaintiff in the case had no evidence that the employer's proffered nondiscriminatory reason was a mere pretext, and the plaintiff had not raised or litigated the issue of unconscious bias, the Troy court still provided all future litigants with a blueprint of how to raise it in their complaints and which sources to reference.

B. Judicial Resistance to the Implicit Bias Concept

Of course, there are also cases that have expressed resistance to the consideration of implicit bias social framework data. An examination of such cases offers up guidance about how to mitigate the judicial resistance. Namely, the cases suggest that greater detail about the science of implicit bias should be offered. Merely referencing of the general idea of implicit bias is not automatically persuasive.

For instance, in Burrell v. County of Santa Clara, the plaintiffs, three African American females, brought disparate impact claims against the County of Santa Clara Health Department for denying all of them promotions based upon their

130. Id.
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racial backgrounds and other factors. However, each of the plaintiffs failed to submit any statistical evidence of disparate impact within the company. They simply stated that “[b]ased on the implicit bias test studies, there are few groups of employees as impacted by the glass ceilings as much as African Americans.” In response, the court noted that “[t]estimony about the general challenges faced by a minority group, without more, does not constitute evidence that any particular employer’s practices had a disparate impact on that group.”

Going into greater depth about the science of implicit bias not only provides greater clarity regarding its relevance to the analysis of a particular allegation of discrimination, but also provides the opportunity to possibly win over judicial skeptics. When judges and other legal actors are exposed to the literature regarding implicit associations, the results can be quite transformative.

One such skeptic was Judge Mark Bennett, a nineteen-year veteran of the federal court in the Northern District of Iowa. But once he was provided with the substantive details about the science of implicit bias, he became committed to supporting its consideration in the legal profession. His own account of his conversion to becoming a supporter of legal considerations of implicit bias is as follows:

My own introduction to implicit bias was deeply unnerving. Associate Dean Russ Lovell of the Drake University Law School, with whom I have co-taught Advanced Employment Discrimination Litigation for many years, suggested that I visit a Harvard University website about Project Implicit. The site, www.implicit.harvard.edu, includes an online test on different types of biases called the Implicit Association Test (IAT). At that time, I knew nothing about the IAT, but as a former civil rights lawyer and seasoned federal district court judge—one with a lifelong commitment to egalitarian and anti-discrimination values—I was eager to take the test. I knew I would “pass” with flying colors. I didn’t.
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Strongly sensing that my test performance must be due to the quackery of this obviously invalid test, I set out to learn as much as I could about both the IAT and what it purported to measure: implicit bias. After much research, I ultimately realized that the problem of implicit bias is a little recognized and even less addressed flaw in our legal system, particularly in our jury system. I have discovered that we unconsciously act on implicit biases even though we abhor them when they come to our attention. Implicit biases cause subtle actions, . . . [b]ut they are also powerful and pervasive enough to affect decisions about whom we employ, whom we leave on juries, and whom we believe. Jurors, lawyers, and judges do not leave behind their implicit biases when they walk through the courthouse doors.\textsuperscript{135}

As a result of his exposure to the science of implicit bias, Judge Bennett now includes “a slide about implicit bias in the PowerPoint presentation that [he] show[s] before allowing attorneys to question potential jurors” in all cases.\textsuperscript{139} He also suggests that jury instructions include a brief discussion of implicit bias and then urge jurors to attempt to be aware of them and thereby control them.\textsuperscript{140}

It is not only skeptics of the IAT that will need to be persuaded, but also judges who are convinced of the relevance of the IAT but are concerned that incorporating empirical data about implicit bias will inadvertently diminish the capacity of civil rights doctrine to redress the harms of discrimination. Legal scholars Ralph Richard Banks and Richard Thompson Ford have detailed many of these concerns about the turn to implicit bias research weakening antidiscrimination doctrine.\textsuperscript{141} Banks and Ford are particularly concerned that the rhetoric of unconscious bias is so compelling that it will transfigure the goal of antidiscrimination doctrine away from the practicalities of addressing substantive inequality and instead focus on the utopian and amorphous goal of eradicating unconscious bias.\textsuperscript{142} This is worrisome to Banks and Ford because it reinforces a misguided preoccupation with
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individual mindsets rather than an assessment of unequal status, access, and evaluation, which are the substance of inequality in the workplace. To be sure, if Banks's and Ford's predictions about unconscious bias discourse diverting antidiscrimination doctrine away from measurable equality goals like integration, reparations, or equal outcomes, were to come to pass, the goal of racial justice would indeed be in peril.

Outside of the employment discrimination context, the judicial discussion of implicit bias has varied from being the model of metaphoric glue for appropriately identifying discrimination, to being fraught with problems that resonate with Banks's and Ford's concerns with racial justice. A review of those cases suggests that with concrete guidance courts can be amenable to the appropriate admission of implicit bias research.

C. The Treatment of Implicit Bias in Other Legal Contexts

Before the development of the IAT, the existence of unconscious biases was already being acknowledged in certain areas of law, such as jury selection and questions regarding the constitutionality of officer arrests. But with the proliferation of implicit bias research, the term “implicit bias” has found its way into other areas of law.

State v. Sherman presents a case of considering the role of implicit bias in criminal sentencing. The Ohio Court of Appeals

143. Id. at 1110–16.
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vacated a trial sentence of six months for a White defendant that was vastly disproportionate to the seven year prison term for a similarly situated non-White defendant.\textsuperscript{147} In a concurring opinion, Judge Stewart invoked implicit bias as a possible explanation for the disparity in sentencing, and identified studies that question "whether unconscious or hidden bias may lead to harsher criminal penalties for certain offenders, despite the judges' professional commitment to sentence proportionality."\textsuperscript{148}

The court held that "the large discrepancy in sentences between similarly situated defendants" compelled the court to vacate the defendant's sentence and remand the case for resentencing.\textsuperscript{149} In her concurrence, Judge Stewart discussed the role that implicit bias may have played in the matter.\textsuperscript{150} The judge discussed the nature of implicit bias and cited to numerous law review articles on the topic in addition to those articles specifically pertaining to the implicit bias of judges.\textsuperscript{151} The judge then specifically noted that "the disparity in sentencing of these individuals who are so similarly situated, save race or ethnicity, at least requires consideration of what impact unconscious preferences or biases may have played in the disparity" and warrants vacating the sentence and remanding for sentencing "[b]ecause there is no 'cure' for completely ridding ourselves of these hidden influences, an appreciation for their existence and an awareness of how they impact decision making will go a long way in helping to improve our justice system."\textsuperscript{152}

Similarly, in United States v. Vandebrake,\textsuperscript{153} a federal judge referred to his concern about the effect of implicit bias in his explanation of his departure from the federal sentencing guidelines. The judge rejected, on policy grounds, the relatively lenient treatment of antitrust violators in the Sentencing Guidelines, as compared to defendants sentenced for fraud, and imposed a sentence on an antitrust defendant of forty-eight months, rather than a sentence in the guidelines range of twenty-one to twenty-seven months.\textsuperscript{154} The judge specifically opined on the social forces behind the lenient treatment of antitrust violators:

\textsuperscript{147} \textit{Id.} at §§ 10, 11, 40.
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One cannot help but wonder why sentences under the Sherman Act are so low. Is it the result of be [sic] explicit and/or implicit bias on behalf of Congress? The captains of American industry at the time of the Sherman Act's passage in 1890, and the most likely targets of prosecution under the Sherman Act, were the likes of J.P. Morgan, John D. Rockefeller, Andrew Carnegie, and Meyer Guggenheim. These individuals were almost exclusively wealthy, White, Anglo-Saxon, protestant males who were politically well-connected. Although the demographics of American industry have changed since 1890, the overly lenient sentencing (in my view) for white collar, antitrust criminals found in the origins of the Sherman Act lingers today in the United States Sentencing Commission Guidelines.

In United States v. Smith, the court held that the defendant was permitted to offer expert testimony on eyewitness identification, specifically, cross-racial identification that can be impaired by implicit bias. The testimony did not run afool of Rule 702 of the Federal Rules of Evidence because it was reliable and assisted the jury in reaching a fair determination as to the witnesses' credibility. Furthermore, the testimony did not violate Rule 403 of the Federal Rules of Evidence, because the probative value of the testimony was not outweighed by danger of unfair prejudice.

The issue of cross-racial identification arose within the context of a criminal trial where the jury found the defendant guilty only of bank robbery and illegally possessing a firearm. At trial, the prosecution's strongest evidence proffered were "two eyewitness identifications by individuals who had little contact with [the defendant]." One of the eyewitnesses was White, and the defendant was Black.

The defendant offered expert testimony from Dr. Sol Fulero, a professor who has written extensively on the topic of eyewitness identification. The purpose of Fulero's testimony was to supply jurors with information on specific factors that impact witness accuracy, most importantly, information showing that cross-racial eyewitness identifications are less accurate than same-race
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identifications.\textsuperscript{163} The prosecution moved to exclude Fulero's testimony, relying on Rules 702 and 403 of the Federal Rules of Evidence.\textsuperscript{164} The court allowed Fulero to give his opinion about the science of eyewitness identifications because it satisfied the \textit{Daubert} test as reliable scientific knowledge that would aid the jury.\textsuperscript{165} After concluding that Fulero's methods satisfied the reliability prong, the court discussed at length the importance of his research in informing the jury's deliberations.\textsuperscript{166}

In concluding that the expert testimony on cross-racial identification was reliable and admissible, the court cited to authorities that have incorporated the research on implicit bias.\textsuperscript{167} The expert testimony led to the conclusion that eyewitness testimony might be impaired by subconscious biases where the events involve members of a different race.\textsuperscript{168} The court held that this information properly aided the jury in reaching a fair and accurate conclusion, because it allowed for "better understandings of human decisionmaking, including the flaws, weaknesses, and biases that characterize human life."\textsuperscript{169}

The court also rejected the prosecution's argument under Rule 403 that Fulero's testimony would confuse and mislead jurors about their role as the ultimate arbiters of eyewitnesses.\textsuperscript{170} On the contrary, the court found the testimony to be probative, given that it constituted "scientifically robust evidence that seeks to correct misguided intuitions and thereby prevent jurors from making common errors in judgment simply by giving them more accurate information about issues directly relevant to the case."\textsuperscript{171}

The court concluded that the testimony on cross-racial eyewitness identification allowed the jury to interpret the evidence in a way that was "more fully developed and reliable than it would otherwise have been."\textsuperscript{172} As a result, the defendant received a fairer trial, and "the jury, the court, and the entire judicial system can rest much more comfortably that [the defendant's] robbery conviction is a reliable outcome because the conviction is much less
likely to have been infected by the flaws uncovered by recent empirical studies on eyewitness-identifications."

While the aforementioned cases demonstrate a judicial willingness to consider implicit bias research, there are also instances of a judicial refusal to consider it. Often judicial refusal is rooted in a fundamental concern with the mechanics of how to properly consider implicit bias research. The case of State v. Martin is an example of those judicial tensions. In Martin, a case alleging prosecutorial bias, the court held that it is not required to look to implicit bias in deciding Batson challenges to the prosecution’s exercise of peremptory juror strikes.

On an appeal from a conviction for first-degree premeditated murder, the defendant argued that the district court should be alert for a prosecutor’s subconscious, implicit bias, in addition to the more obvious and explicit purposeful discrimination in the exercise of peremptory strikes. The court soundly rejected admission of that theory: “Martin does not cite to any cases that support his argument that the district court should look to implicit, in addition to explicit, bias in Batson challenges, nor does he detail how a court should investigate implicit bias.” The court then held that the defendant failed to carry his burden of proving purposeful discrimination and thus held that the findings of the lower court were not clearly erroneous.

State v. Martin thus suggests that in order for the proffer of implicit bias research to be broadly considered by judges, concrete guidance about how this research should be deployed will be necessary for persuading some judges to admit it. Judicial resources such as the National Center for State Courts Implicit Bias Primer for courts that has been circulated by the American Bar Association will be particularly useful. Such guidance is
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also necessary because even those judges who are willing to admit implicit bias research have, at times, misconstrued it in ways that further racism rather than oppose it. This is because simple surface discussions of unconscious racism are incorporated at the same time a court completely overlooks the structures of racism relevant to the case.

For example, in Chin v. Runnels, a criminal case regarding a conviction for second-degree murder, the petitioner filed a petition for a writ of habeas corpus claiming that Chinese Americans, Filipino Americans, and Hispanic Americans were excluded from service as forepersons on the grand jury that indicted him, thereby violating his right to equal protection. While the court recognized that "[t]he complete absence of grand jury forepersons of Chinese, Filipino or Latino descent over a 36-year period begs the question whether unconscious stereotyping or biases may have contributed to the exclusion of these groups notwithstanding the best intentions of those involved," it nevertheless held that it was entirely reasonable for the state court to rely on the testimony of individuals who had an inside understanding of the judges' selection process and concluded that the government rebutted the petitioner's prima facie case of discrimination. Yet this assessment is based upon an inherently subjective selection process where judges selected the foreperson after an off-the-record, in-chambers discussion looking for individuals with leadership capacity, administrative abilities, and people skills when making recommendations. In fact, the court noted that "[a] number of courts have recognized that subjective decision-making allows for subtle biases or unconscious stereotyping to affect selection processes" and that a growing body of social science recognizes the pervasiveness of unconscious racial and ethnic stereotyping and group bias.

But despite the judicial recognition that the selection process was susceptible to abuse given that the judge selected the foreperson after personally observing each prospective juror, and that the conversations leading to the selections occurred off the record, the court held that the state court's judgment that the
government rebutted the petitioner's prima facie case of discrimination was not an "unreasonable determination of the facts in light of the evidence presented in the State court proceeding." While it is true that the appellate review inquiry into the reasonableness of a lower court's holding is a more circumscribed inquiry than if the matter had been presented for de novo review where the court could more closely scrutinize the state court's findings, it is highly puzzling how the appellate court could acknowledge all the ways that implicit bias operates in a problematic fashion while at the same time not connecting it to the actual facts of the case. It is as if by genuflecting regarding the topic of unconscious discrimination, cover is provided for being judicially passive about its effects on equal protection in ways that undermine the efficacy of antidiscrimination law—the very fear Banks and Fords raised in their 2009 article. Furthermore, the few employers that have voluntarily addressed the issue of implicit bias have done so in ways that parallel some of the concerns raised by Banks and Ford about the danger of misapplied uses of implicit bias research.

D. Employer Initiatives for Implicit Bias Reduction Policies

In 2008, Weyerhaeuser, one of the world's largest forest products companies, publicly stated that it had made the decision to look into combating unconscious bias within its corporate walls. Yet its articulated concern with implicit bias was seemingly focused on the feelings of individual employees rather than measurable outcomes of equal status, access, and treatment. Effenus Henderson, the company's Chief Diversity Officer specifically stated, "I think it is important to recognize that bias exists, and you must coach leaders in a way that will allow them to recognize it.... This will help them build inclusive behaviors that help recognize things that exist in all of us that can at times get in the way of being inclusive and respectful of others." While it is certainly worthwhile to encourage corporate leaders to be inclusive and respectful, substantive equality requires more than a code of proper workplace etiquette.
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Similarly, Chubb Insurance has developed bias awareness training for its management teams as a device for specifically addressing unconscious bias, along with a dedicated phone line, called “Voice of the Employee,” to provide an open channel of communication for employees to tackle workplace bias. Like with the Weyerhaeuser goals of inclusion and respect, Chubb's attempts to alter management's mindsets about the value of their employees are certainly admirable, yet they misperceive the substantive equality goals of antidiscrimination doctrine.

Fortunately, there are examples of other employers who instead respond to the implicit bias research by implementing concrete practices to pursue substantive equality. For example, when Home Depot implemented a new employment structure for an automated hiring and promotion system called Job Preference Process (“JPP”), discriminatory practices were reduced significantly. With the JPP, job applications are submitted through computer or telephone kiosks. It is "an in-store computer or telephone system that enables employees and applicants to indicate their job preferences and qualifications, and thus automatically become part of the pool for any position that meets those preferences and qualifications." The purposes of the JPP include the following:

(i) to improve the information available to Home Depot's management in making promotion and employee development and training decisions; (ii) to provide a systematic Division-wide method, consistent with equal employment opportunity, for Home Depot Associates to make informed and documented decisions about their career preferences; (iii) to provide a systematic framework within which Home Depot will incorporate such Associate preferences into its retail store promotion and Associate development and training decisions; and (iv) to establish a meaningful basis for setting Benchmarks.

The JPP program has been successful in pursuing substantive equality because once a manager posts a job opening, he or she automatically receives a list of all qualified applicants.
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through the computer's standardized matching process. This curtails a manager's discretion to hire their friends and demographically homogeneous circles of contacts and thereby reduces the likelihood that managers' conscious and unconscious in-group favoritism will determine their employment decisions.

Home Depot is not alone in responding to concerns of unconscious bias by developing concrete practices for pursuing substantive equality. Deloitte & Touche, one of the largest accounting, tax, and management consulting firms in the United States, develops participatory task forces that assess whether the assignment process within each of its offices is based on proper criteria and not on bias, specifically gender-based bias.

The review of the foregoing case studies suggests that companies can respond to the insights from implicit bias research in either cursory or substantive fashions. The shallow use of implicit bias research that Banks and Ford fear is not preordained. Nevertheless, those concerned with meaningful equality are well advised to be vigilant in advancing and supporting implicit bias research applications that profoundly engage the pursuit of racial justice. As the scholar who first encouraged us to consider the role of unconscious discrimination in the enforcement of racial equality, Charles Lawrence, III has stated that we must challenge ourselves "to see the cultural meaning that [W]hite supremacy has constructed, to see it so that we can begin the work of reconstructing those meanings and our shared humanity.... [A]nd do this difficult work that will make our wounded world whole."

IV. Incorporating Implicit Bias Research Social Framework Evidence—A Case Example

The proposal for employment discrimination litigants to begin inserting the details of implicit bias research into social framework evidence can conceivably be deployed in any number of ways, depending on the facts of a disparate treatment case or disparate impact case. Nevertheless, the following sample application of the proposal is offered with the knowledge that concrete examples offer the best guidance. In fact, revisiting a
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previously litigated case provides the opportunity to assess the potential advantages of the proposal.

In Section III of this Article, *Thomas v. Troy City Board of Education*\(^{199}\) was presented as a case where a judge urged the defendant-employer to consider the importance of implicit bias even after the defendant successfully disputed the discrimination allegation with its proffer of a legitimate nondiscriminatory rationale. It is thus useful to consider the ways implicit bias could have been invoked by the plaintiff in a way that could have made a more persuasive case of discrimination by providing a social framework that enables a fact-finder to readily identify the signs of discrimination in today's climate of post-racial discourse.

In *Thomas*, the plaintiff, Willie Thomas, had been an employee of the Troy City school system for over twenty-five years.\(^{200}\) For five years he held the position of assistant superintendent; he also spent nine years employed at the central office as an administrator.\(^{201}\) The concern with racial discrimination arose when Thomas applied for the vacant position of superintendent. Eighteen individuals applied for the position.\(^{202}\) After an initial screening of the applicants' resumes, eight candidates were deemed qualified for the position (three of whom were Black), and of those eight, four were selected for interviews (all of whom were White).\(^{203}\) Thomas was in the group of eight candidates who met the qualifications for the position but was deemed unattractive for interviewing purposes (like the other two Black candidates).\(^{204}\)

The process for selecting whom to interview appeared quite neutral on its face but was rife with opportunity for the operation of implicit bias. To select interview candidates, each of the five board members numerically ranked the applicants. The votes were then tallied, and interviews were offered to the four candidates with the highest rankings.\(^{205}\) The five-person voting board had two Black members, one of whom was the only board

---
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member who ranked Thomas in the top four candidates, despite Thomas’ twenty-five years of administrative experience with the city school system, a master’s degree, and course work towards his doctorate degree. While the degree of subjectivity in the process, and the resulting demographically skewed results, suggest a context highly susceptible to the operation of implicit bias, presenting an implicit bias research social framework would have assisted the fact-finder in identifying how the very parameters for decision-making were themselves influenced by racial stereotypes, despite the absence of any overtly racialized remarks on the part of the decision-makers.

Specifically, the main articulated criterion for choosing the new superintendent was “the ability to improve academics in Troy City Schools . . . [and] an emphasis on academic programs and the ability to understand and structure academic programs.” On its face, the employer’s stated criterion appears to be nondiscriminatory, despite the racially skewed results it produced in a racially diverse jurisdiction like Alabama. Furthermore, in the contemporary social context in which post-racial rhetoric questioning the continued existence of racism is pervasive, a fact finder might find it difficult to understand how seemingly race-neutral selection criteria can yield racially skewed results.

In contrast, providing a social framework with detailed implicit bias research would provide the fact finder with a vehicle for better understanding how facial race neutrality can yield racial disparity. This would entail: 1) a summary of what scientific research now shows us about how the brain cognitively functions and often operates on auto pilot by relying upon culturally learned implicit biases to make assessments; 2) an explanation of the IAT and how it measures the strength of implicit biases; and 3) a description of the IAT research studies demonstrating the pervasiveness of racial implicit bias and its effect on decision-making, as shown in resume studies and other studies described in Section II of this Article.

With the proffer of the implicit bias testing research social framework, the fact-finder in Thomas would have been able to assess the facts with a heightened attention to the ways in which culturally pervasive implicit biases could have influenced the subjective decision-making of the employer. Thus, when viewing the Thomas facts through the social science lens of implicit bias,

206. Id.
207. Id. at 1307–08.
208. Id.
the longstanding racial stereotypes about the intellectual inferiority of Blacks are salient (even though never voiced by the employer), and they elucidate how a Black man with a master's degree, twenty-five years of administering federal programs for the school district, and five years' experience as assistant superintendent was deemed ill-suited to understanding and structuring academic programs. While the White candidate who was chosen did have academic experience as a teacher, and then as a principal of an elementary school, an objective comparison informed by the implicit bias research suggests that more simple elementary school instruction pales in comparison to Thomas' actual experience as assistant superintendent and administrator.

An implicit bias testing research social framework would also have been useful in contextualizing the spurious allegations that were made about the plaintiff's credit history. Specifically, during the school board's deliberations, an unsubstantiated accusation of having an unsatisfactory credit rating was raised and viewed as pertinent because "one of the main responsibilities of a superintendent is 'that he's the chief fiscal officer for the school system and has to enure [sic] that money is managed in an efficient and effective manner.' Therefore, consideration of Thomas's credit history, even if the history was inaccurate, is a legitimate consideration." In contrast, an implicit bias research social framework lens could have provided the backdrop for then introducing how the unstated racial stereotype about Blacks as irresponsible with money and other matters explains the alleged relevance of the unsupported accusations of financial mismanagement. This is because the implicit bias research social framework contextualizes how employers can inappropriately draw negative inferences from specious and unsubstantiated accusations when such accusations conform to culturally entrenched biases.

In short, without an implicit bias research social framework, plaintiffs like Thomas are left struggling to explain the unexplainable—the existence of racially distinctive treatment without any overt employer references to race-based justifications or stereotypes. With an implicit bias research social framework, a fact-finder has a lens for identifying how, even in the absence of racially biased or stereotyped employer statements, racially differentiated treatment can be explained by socially pervasive implicit bias. While the contemporary presumptions about a
presumably "post-racial" society will continue to present challenges to litigators attempting to explain the significance of racial disparity in the absence of an overt Jim Crow segregation mandate, this Article offers the implicit bias testing research social framework as one mechanism for assisting fact finders in recognizing the harms of racial discrimination.